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We consider median regression and, more generally, a possibly infinite collection of quantile regressions in high-dimensional sparse models. In these models, the number of regressors \( p \) is very large, possibly larger than the sample size \( n \), but only at most \( s \) regressors have a nonzero impact on each conditional quantile of the response variable, where \( s \) grows more slowly than \( n \).

Since ordinary quantile regression is not consistent in this case, we consider \( \ell_1 \)-penalized quantile regression (\( \ell_1 \)-QR), which penalizes the \( \ell_1 \)-norm of regression coefficients, as well as the post-penalized QR estimator (post-\( \ell_1 \)-QR), which applies ordinary QR to the model selected by \( \ell_1 \)-QR. First, we show that under general conditions \( \ell_1 \)-QR is consistent at the near-oracle rate \( \sqrt{s/n \log(p \vee n)} \), uniformly in the compact set \( \mathcal{U} \subset (0, 1) \) of quantile indices. In deriving this result, we propose a partly pivotal, data-driven choice of the penalty level and show that it satisfies the requirements for achieving this rate. Second, we show that under similar conditions post-\( \ell_1 \)-QR is consistent at the near-oracle rate \( \sqrt{s/n \log(p \vee n)} \), uniformly over \( \mathcal{U} \), even if the \( \ell_1 \)-QR-selected models miss some components of the true models, and the rate could be even closer to the oracle rate otherwise. Third, we characterize conditions under which \( \ell_1 \)-QR contains the true model as a submodel, and derive bounds on the dimension of the selected model, uniformly over \( \mathcal{U} \); we also provide conditions under which hard-thresholding selects the minimal true model, uniformly over \( \mathcal{U} \).

1. Introduction. Quantile regression is an important statistical method for analyzing the impact of regressors on the conditional distribution of a response variable (cf. [21, 23]). It captures the heterogeneous impact of regressors on different parts of the distribution [8], exhibits robustness to outliers [19], has excellent computational properties [28], and has wide applicability [19]. The asymptotic theory for quantile regression has been developed under both a fixed number of regressors and an increasing number of regressors. The asymptotic theory under a fixed number of regressors is given in [13, 15, 17, 21, 27] and others. The asymptotic theory under an increasing number of regressors is given in [16] and [1, 4], covering the case where the number of regressors \( p \) is negligible relative to the sample size \( n \) [i.e., \( p = o(n) \)].
In this paper, we consider quantile regression in high-dimensional sparse models (HDSMs). In such models, the overall number of regressors $p$ is very large, possibly much larger than the sample size $n$. However, the number of significant regressors for each conditional quantile of interest is at most $s$, which is smaller than the sample size, that is, $s = o(n)$. HDSMs [7, 12, 26] have emerged to deal with many new applications arising in biometrics, signal processing, machine learning, econometrics, and other areas of data analysis where high-dimensional data sets have become widely available.

A number of papers have begun to investigate estimation of HDSMs, focusing primarily on penalized mean regression, with the $\ell_1$-norm acting as a penalty function [7, 12, 22, 26, 32, 34]. References [7, 12, 22, 26, 34] demonstrated the fundamental result that $\ell_1$-penalized least squares estimators achieve the rate $\sqrt{s/n}\sqrt{\log p}$, which is very close to the oracle rate $\sqrt{s/n}$ achievable when the true model is known. Reference [32] demonstrated a similar fundamental result on the excess forecasting error loss under both quadratic and nonquadratic loss functions. Thus, the estimator can be consistent and can have excellent forecasting performance even under very rapid, nearly exponential, growth of the total number of regressors $p$. See [7, 9–11, 14, 25, 29] for many other interesting developments and a detailed review of the existing literature.

Our paper’s contribution is to develop a set of results on model selection and rates of convergence for quantile regression within the HDSM framework. Since ordinary quantile regression is inconsistent in HDSMs, we consider quantile regression penalized by the $\ell_1$-norm of parameter coefficients, denoted $\ell_1$-QR. First, we show that under general conditions $\ell_1$-QR estimates of regression coefficients and regression functions are consistent at the near-oracle rate $\sqrt{s/n}\sqrt{\log(p \lor n)}$, uniformly in a compact interval $U \subset (0, 1)$ of quantile indices.2 (This result is different from, and hence complementary to [32]’s fundamental results on the rates for excess forecasting error loss.) Second, in order to make $\ell_1$-QR practical, we propose a partly pivotal, data-driven choice of the penalty level, and show that this choice leads to the same sharp convergence rate. Third, we show that $\ell_1$-QR correctly selects the true model as a valid submodel when the nonzero coefficients of the true model are well separated from zero. Fourth, we also propose and analyze the post-penalized estimator (post-$\ell_1$-QR), which applies ordinary, unpenalized quantile regression to the model selected by the penalized estimator, and thus aims at reducing the regularization bias of the penalized estimator. We show that under similar conditions post-$\ell_1$-QR can perform as well as $\ell_1$-QR in terms of the rate of convergence, uniformly over $U$, even if the $\ell_1$-QR-based model selection misses some components of the true models. This occurs because $\ell_1$-QR-based model selection only misses those components that have relatively small coefficients. Moreover, post-$\ell_1$-QR can perform better than $\ell_1$-QR if the $\ell_1$-QR-based

2Under $s \to \infty$, the oracle rate, uniformly over a proper compact interval $U$, is $\sqrt{(s/n)\log n}$, cf. [4]; the oracle rate for a single quantile index is $\sqrt{s/n}$; cf. [16].
model selection correctly includes all components of the true model as a subset. (Obviously, post-$\ell_1$-QR can perform as well as the oracle if the $\ell_1$-QR perfectly selects the true model, which is, however, unrealistic for many designs of interest.)

Fifth, we illustrate the use of $\ell_1$-QR and post-$\ell_1$-QR with a Monte Carlo experiment. To the best of our knowledge, all of the above results are new and contribute to the literature on HDSMs. Our results on post-penalized estimators and some proof techniques could also be of interest in other problems. We provide further technical comparisons to the literature in Section 2.

1.1. Notation. In what follows, we implicitly index all parameter values by the sample size $n$, but we omit the index whenever this does not cause confusion. We use the empirical process notation as defined in [33]. In particular, given a random sample $Z_1, \ldots, Z_n$, let $G_n(f) = G_n(f(Z_i)) := n^{-1/2} \sum_{i=1}^n (f(Z_i) - \mathbb{E}[f(Z_i)])$ and $\mathbb{E}_n f = \mathbb{E}_n f(Z_i) := \sum_{i=1}^n f(Z_i)/n$. We use the notation $a \lesssim b$, that is, $a \leq cb$ for some constant $c > 0$ that does not depend on $n$; and $a \lesssim_P b$ to denote $a = O_P(b)$. We also use the notation $a \wedge b$, that is, $a \leq b$; and $a \vee b$, that is, $a \geq b$.

We denote the $\ell_2$-norm by $\|\cdot\|$, $\ell_1$-norm by $\|\cdot\|_1$, $\ell_\infty$-norm by $\|\cdot\|_\infty$ and the $\ell_0$-"norm" by $\|\cdot\|_0$ (i.e., the number of nonzero components). We denote by $\|\beta\|_1,n = \sum_{j=1}^p \hat{\sigma}_j |\beta_j|$ the $\ell_1$-norm weighted by $\hat{\sigma}_j$’s. Finally, given a vector $\delta \in \mathbb{R}^p$, and a set of indices $T \subset \{1, \ldots, p\}$, we denote by $\delta_T$ the vector in which $\delta_T(j) = \delta(j)$ if $j \in T$, $\delta_T(j) = 0$ if $j \notin T$.

2. The estimator, the penalty level and overview of rate results. In this section, we formulate the setting and the estimator, and state primitive regularity conditions. We also provide an overview of the main results.

2.1. Basic setting. The setting of interest corresponds to a parametric quantile regression model, where the dimension $p$ of the underlying model increases with the sample size $n$. Namely, we consider a response variable $y$ and $p$-dimensional covariates $x$ such that the $u$th conditional quantile function of $y$ given $x$ is given by

$$F_{y|x_i}^{-1}(u|x_i) = x'\beta(u), \quad \beta(u) \in \mathbb{R}^p \quad \text{for all } u \in \mathcal{U},$$

where $\mathcal{U} \subset (0, 1)$ is a compact set of quantile indices. Recall that the $u$th conditional quantile $F_{y|x_i}^{-1}(u|x)$ is the inverse of the conditional distribution function $F_{y|x_i}(y|x_i)$ of $y_i$ given $x_i$. We consider the case where the dimension $p$ of the model is large, possibly much larger than the available sample size $n$, but the true model $\beta(u)$ has a sparse support

$$T_u = \text{support}(\beta(u)) = \{ j \in \{1, \ldots, p\} : |\beta_j(u)| > 0 \}$$

having only $s_u \leq s \leq n/\log(n \vee p)$ nonzero components for all $u \in \mathcal{U}$. 
The population coefficient $\beta(u)$ is known to minimize the criterion function

$$Q_u(\beta) = E[\rho_u(y - x'\beta)],$$

where $\rho_u(t) = (u - 1{[t \leq 0]})t$ is the asymmetric absolute deviation function [21]. Given a random sample $(y_1, x_1), \ldots, (y_n, x_n)$, the quantile regression estimator of $\beta(u)$ is defined as a minimizer of the empirical analog of (2.2):

$$\hat{Q}_u(\beta) = E_n[\rho_u(y_i - x_i'\beta)].$$

In high-dimensional settings, particularly when $p \geq n$, ordinary quantile regression is generally inconsistent, which motivates the use of penalization in order to remove all, or at least nearly all, regressors whose population coefficients are zero, thereby possibly restoring consistency. A penalization that has proven quite useful in least squares settings is the $\ell_1$-penalty leading to the Lasso estimator [30].

### 2.2. Penalized and post-penalized estimators

The $\ell_1$-penalized quantile regression estimator $\hat{\beta}(u)$ is a solution to the following optimization problem:

$$\min_{\beta \in \mathbb{R}^p} \hat{Q}_u(\beta) + \lambda \sqrt{u(1-u)} \sum_{j=1}^{p} \hat{\sigma}_j |\beta_j|,$$

where $\hat{\sigma}_j^2 = E_n[x_{ij}^2]$. The criterion function in (2.4) is the sum of the criterion function (2.3) and a penalty function given by a scaled $\ell_1$-norm of the parameter vector. The overall penalty level $\lambda \sqrt{u(1-u)}$ depends on each quantile index $u$, while $\lambda$ will depend on the set $U$ of quantile indices of interest. The $\ell_1$-penalized quantile regression has been considered in [18] under small (fixed) $p$ asymptotics. It is important to note that the penalized quantile regression problem (2.4) is equivalent to a linear programming problem (see Appendix C) with a dual version that is useful for analyzing the sparsity of the solution. When the solution is not unique, we define $\hat{\beta}(u)$ as any optimal basic feasible solution (see, e.g., [6]). Therefore, the problem (2.4) can be solved in polynomial time, avoiding the computational curse of dimensionality. Our goal is to derive the rate of convergence and model selection properties of this estimator.

The post-penalized estimator (post-$\ell_1$-QR) applies ordinary quantile regression to the model $\hat{T}_u$ selected by the $\ell_1$-penalized quantile regression. Specifically, set $\hat{T}_u = \text{support}(\hat{\beta}(u)) = \{ j \in \{1, \ldots, p\} : |\hat{\beta}_j(u)| > 0 \}$, and define the post-penalized estimator $\tilde{\beta}(u)$ as

$$\tilde{\beta}(u) \in \arg \min_{\beta \in \mathbb{R}^p : \beta_{\hat{T}_u} = 0} \hat{Q}_u(\beta),$$

which removes from further estimation the regressors that were not selected. If the model selection works perfectly—that is, $\hat{T}_u = T_u$—then this estimator is simply the oracle estimator, whose properties are well known. However, perfect model
selection might be unlikely for many designs of interest. Rather, we are interested in the more realistic scenario where the first-step estimator $\hat{\beta}(u)$ fails to select some components of $\beta(u)$. Our goal is to derive the rate of convergence for the post-penalized estimator and show it can perform well under this scenario.

2.3. The choice of the penalty level $\lambda$. In order to describe our choice of the penalty level $\lambda$, we introduce the random variable

$$\Lambda = n \sup_{u \in \mathcal{U}} \max_{1 \leq j \leq p} \left| \mathbb{E}_n \left[ \frac{x_{ij}(u - 1\{u_i \leq u\})}{\hat{\sigma}_j \sqrt{u(1-u)}} \right] \right|, \tag{2.6}$$

where $u_1, \ldots, u_n$ are i.i.d. uniform $(0, 1)$ random variables, independently distributed from the regressors, $x_1, \ldots, x_n$. The random variable $\Lambda$ has a known, that is, pivotal, distribution conditional on $X = [x_1, \ldots, x_n]'$. We then set

$$\lambda = c \cdot \Lambda (1 - \alpha | X), \tag{2.7}$$

where $\Lambda (1 - \alpha | X) := (1 - \alpha)$-quantile of $\Lambda$ conditional on $X$, and the constant $c > 1$ depends on the design. Thus, the penalty level depends on the pivotal quantity $\Lambda (1 - \alpha | X)$ and the design. Under assumptions D.1–D.4, we can set $c = 2$, similar to [7]'s choice for least squares. Furthermore, we recommend computing $\Lambda (1 - \alpha | X)$ using simulation of $\Lambda$. Our concrete recommendation for practice is to set $1 - \alpha = 0.9$.

The parameter $1 - \alpha$ is the confidence level in the sense that, as in [7], our (nonasymptotic) bounds on the estimation error will contract at the optimal rate with this probability. We refer the reader to Koenker [20] for an implementation of our choice of penalty level and practical suggestions concerning the confidence level. In particular, both here and in Koenker [20], the confidence level $1 - \alpha = 0.9$ gave good performance results in terms of balancing regularization bias with estimation variance. Cross-validation may also be used to choose the confidence level $1 - \alpha$. Finally, we should note that, as in [7], our theoretical bounds allow for any choice of $1 - \alpha$ and are stated as a function of $1 - \alpha$.

The formal rationale behind the choice (2.7) for the penalty level $\lambda$ is that this choice leads precisely to the optimal rates of convergence for $\ell_1$-QR. (The same or slightly higher choice of $\lambda$ also guarantees good performance of post-$\ell_1$-QR.) Our general strategy for choosing $\lambda$ follows [7], who recommend selecting $\lambda$ so that it dominates a relevant measure of noise in the sample criterion function, specifically the supremum norm of a suitably rescaled gradient of the sample criterion function evaluated at the true parameter value. In our case,

---

3 $c$ depends only on the constant $c_0$ appearing in condition D.4; when $c_0 \geq 9$, it suffices to set $c = 2$.

4 We also provide analytical bounds on $\Lambda (1 - \alpha | X)$ of the form $C(\alpha, \mathcal{U}) \sqrt{n \log p}$ for some numeric constant $C(\alpha, \mathcal{U})$. We recommend simulation because it accounts for correlation among the columns of $X$ in the sample.
this general strategy leads precisely to the choice (2.7). Indeed, a (sub)gradient 
\hat{S}_u(\beta(u)) = \mathbb{E}_n[(u - 1\{y_i \leq x'_i\beta(u)\})x_i] \in \partial \hat{Q}_u(\beta(u)) of the quantile regression objective function evaluated at the truth has a pivotal representation, namely 
\hat{S}_u(\beta(u)) = \mathbb{E}_n[(u - 1\{u_i \leq u\})x_i] for \ u_1, \ldots, u_n i.i.d. uniform (0, 1) conditional on \ X, and so we can represent \ \Lambda as in (2.6), and, thus, choose \ \lambda as in (2.7).

2.4. General regularity conditions. We consider the following conditions on a sequence of models indexed by \ n with parameter dimension \ p = p_n \to \infty. In these conditions, all constants can depend on \ n, but we omit the explicit indexing by \ n to ease exposition.

D.1 (Sampling and smoothness). Data \ (y_i, x'_i) \ i = 1, \ldots, n, are an i.i.d. sequence of real \ (1 + p)-vectors, with the conditional \ u\text{-quantile function given by (2.1) for each \ u \in \mathcal{U}, with the first component of \ x_i equal to one, and \ n \wedge p \geq 3. For each value \ x in the support of \ x_i, the conditional density \ f_{y|x} (y|x) is continuously differentiable in \ y at each \ y \in \mathbb{R}, and \ f_{y|x} (y|x) and \ \partial_y f_{y|x} (y|x) are bounded in absolute value by constants \ \bar{f} and \ \bar{f}', uniformly in \ y \in \mathbb{R} and \ x in the support of \ x_i. Moreover, the conditional density of \ y_i evaluated at the conditional quantile \ x'_i\beta(u) is bounded away from zero uniformly in \ \mathcal{U}, that is, \ f_{y|x} (x'_i\beta(u)|x) > \underline{f} > 0 uniformly in \ u \in \mathcal{U} and \ x in the support of \ x_i.

Condition D.1 imposes only mild smoothness assumptions on the conditional density of the response variable given regressors, and does not impose any normality or homoscedasticity assumptions. The assumption that the conditional density is bounded below at the conditional quantile is standard, but we can replace it by the slightly more general condition \ \inf_{u \in \mathcal{U}} \inf_{\delta \neq 0} (\delta' J_u \delta) / (\delta' E[x'_i x_i] \delta) \geq \underline{f} > 0, on the Jacobian matrices 
J_u = E[f_{y|x} (x'_i\beta(u)|x_i)x_i x'_i] \quad \text{for all} \ u \in \mathcal{U},
throughout the paper; see [3] for a further generalization.

D.2 [Sparsity and smoothness of \ u \mapsto \beta(u)]. Let \ \mathcal{U} be a compact subset of \ (0, 1). The coefficients \ \beta(u) in (2.1) are sparse and smooth with respect to \ u \in \mathcal{U}:
\sup_{u \in \mathcal{U}} \|\beta(u)\|_0 \leq s \quad \text{and} \quad \|\beta(u) - \beta(u')\| \leq L|u - u'| \quad \text{for all} \ u, u' \in \mathcal{U},
where \ s \geq 1, and \ \log L \leq C_L \log (p \lor n) for some constant \ C_L.

Condition D.2 imposes sparsity and smoothness on the behavior of the quantile regression coefficients \ \beta(u) as we vary the quantile index \ u.

D.3 (Well-behaved covariates). Covariates are normalized such that \ \sigma^2_j = E[x^2_{ij}] = 1 for all \ j = 1, \ldots, p, and \ \bar{\sigma}^2_j = \mathbb{E}_n[x^2_{ij}] obeys \ P(\max_{1 \leq j \leq p} |\hat{\sigma}_j - 1| \leq 1/2) \geq 1 - \gamma \to 1 as \ n \to \infty.
Condition D.3 requires that \( \hat{\sigma}_j \) does not deviate too much from \( \sigma_j \) and normalizes \( \sigma_j^2 = 1 \).

In order to state the next assumption, for some \( c_0 \geq 0 \) and each \( u \in \mathcal{U} \), define

\[
A_u := \{ \delta \in \mathbb{R}^p : \| \delta_{T_u} \|_1 \leq c_0 \| \delta_{T_u} \|_1, \| \delta_{T_u} \|_0 \leq n \},
\]

which will be referred to as the restricted set. Define \( \mathcal{T}_u(\delta, m) \subset \{1, \ldots, p\} \setminus T_u \) as the support of the \( m \) largest in absolute value components of the vector \( \delta \) outside of \( T_u = \text{support}(\beta(u)) \), where \( \mathcal{T}_u(\delta, m) \) is the empty set if \( m = 0 \).

D.4 (Restricted identifiability and nonlinearity). For some constants \( m \geq 0 \) and \( c_0 \geq 9 \), the matrix \( E[x_i x'_i] \) satisfies

\[
\kappa^2_m := \inf_{u \in \mathcal{U}} \inf_{\delta \in A_u, \delta \neq 0} \frac{\delta' E[x_i x'_i] \delta}{\| \delta_{T_u \cup \mathcal{T}_u(\delta, m)} \|^2} > 0
\]

and

\[
\log(\frac{1}{\kappa_0^2}) \leq C f \log(n \vee p)
\]

for some constant \( C_f \). Moreover,

\[
q := \frac{3}{8} \frac{f^{3/2}}{\bar{f}' \bar{f}} \inf_{u \in \mathcal{U}} \inf_{\delta \in A_u, \delta \neq 0} \frac{E[|x'_i \delta|^2]^{3/2}}{E[|x'_i \delta|^3]} > 0.
\]

The restricted eigenvalue (RE) condition is analogous to the condition in [7] and [12]; see [7] and [12] for different sufficient primitive conditions that yield bounds on \( \kappa_m \). Also, since \( \kappa_m \) is nonincreasing in \( m \), \( \text{(RE}(c_0, m)) \) for any \( m > 0 \) implies \( \text{(RE}(c_0, 0)) \). The restricted nonlinear impact (RNI) coefficient \( q \) appearing in D.4 is a new concept, which controls the quality of minoration of the quantile regression objective function by a quadratic function over the restricted set.

Finally, we state another condition needed to derive results on the post-model selected estimator. In order to state the condition, define the sparse set \( \tilde{A}_u(\tilde{m}) = \{ \delta \in \mathbb{R}^p : \| \delta_{T_u} \|_0 \leq \tilde{m} \} \) for \( \tilde{m} \geq 0 \) and \( u \in \mathcal{U} \).

D.5 (Sparse identifiability and nonlinearity). The matrix \( E[x_i x'_i] \) satisfies for some \( \tilde{m} \geq 0 \)

\[
\tilde{\kappa}^2_{\tilde{m}} := \inf_{u \in \mathcal{U}} \inf_{\delta \in \tilde{A}_u(\tilde{m}), \delta \neq 0} \frac{\delta' E[x_i x'_i] \delta}{\| \delta \|^2} > 0
\]

and

\[
\tilde{q}_{\tilde{m}} := \frac{3}{8} \frac{f^{3/2}}{\bar{f}' \bar{f}} \inf_{u \in \mathcal{U}} \inf_{\delta \in \tilde{A}_u(\tilde{m}), \delta \neq 0} \frac{E[|x'_i \delta|^2]^{3/2}}{E[|x'_i \delta|^3]} > 0.
\]

We invoke the sparse eigenvalue (SE) condition in order to analyze the post-penalized estimator (2.5). This assumption is similar to the conditions used in [26] and [34] to analyze Lasso. Our form of the (SE) condition is neither less nor more general than the (RE) condition. The SNI coefficient \( \tilde{q}_{\tilde{m}} \) controls the quality of minoration of the quantile regression objective function by a quadratic function over sparse neighborhoods of the true parameter.
2.5. Examples of simple sufficient conditions. In order to highlight the nature and usefulness of conditions D.1–D.5, it is instructive to state some simple sufficient conditions (note that D.1–D.5 allow for much more general conditions). We relegate the proofs of this section to [2] for brevity.

**DESIGN 1 (Location model with correlated normal design).** Let us consider estimating a standard location model

\[ y = x' \beta^o + \varepsilon, \]

where \( \varepsilon \sim N(0, \sigma^2) \), \( \sigma > 0 \) is fixed, \( x = (1, z')' \), with \( z \sim N(0, \Sigma) \), where \( \Sigma \) has ones in the diagonal, a minimum eigenvalue bounded away from zero by a constant \( \kappa^2 > 0 \), and a maximum eigenvalue bounded from above, uniformly in \( n \).

**LEMMA 1.** Under Design 1 with \( U = [\xi, 1 - \xi] \), \( \xi > 0 \), conditions D.1–D.5 are satisfied with

\[
\begin{aligned}
\bar{f} &= 1/\sqrt{2\pi \sigma}, \\
\bar{f}' &= \sqrt{e}/(2\pi)/\sigma^2, \\
\underline{f} &= 1/\sqrt{2\pi \xi \sigma}, \\
\|\beta(u)\|_0 &\leq \|\beta^o\|_0 + 1, \\
\gamma &= 2 p \exp(-n/24), \\
L &= \sigma/\xi, \\
\kappa_m \wedge \tilde{\kappa}_m &\geq \kappa, \\
q \wedge \tilde{q}_m &\geq (3/[32\xi^{3/4}])\sqrt{2\pi \sigma/e}.
\end{aligned}
\]

Note that the normality of errors can be easily relaxed by allowing for the disturbance \( \varepsilon \) to have a smooth density that obeys the conditions stated in D.1. The conditions on the population design matrix can also be replaced by more general primitive conditions specified in Remark 2.1.

**DESIGN 2 (Location-scale model with bounded regressors).** Let us consider estimating a standard location-scale model

\[ y = x' \beta^o + x' \eta \cdot \varepsilon, \]

where \( \varepsilon \sim F \) independent of \( x \), with a continuously differentiable probability density function \( f \). We assume that the population design matrix \( E[xx'] \) has ones in the diagonal and has eigenvalues uniformly bounded away from zero and from above, \( x_1 = 1, \max_{1 \leq j \leq p} |x_j| \leq K_B \). Moreover, the vector \( \eta \) is such that \( 0 < \nu \leq x' \eta \leq \Upsilon < \infty \) for all values of \( x \).

**LEMMA 2.** Under Design 2 with \( U = [\xi, 1 - \xi] \), \( \xi > 0 \), conditions D.1–D.5 are satisfied with

\[
\begin{aligned}
\bar{f} &\leq \max_{\xi} f(\varepsilon)/\nu, \\
\bar{f}' &\leq \max_{\xi} f'(\varepsilon)/\nu^2, \\
\underline{f} &\leq \min_{u \in U} f(F^{-1}(u))/\Upsilon, \\
\|\beta(u)\|_0 &\leq \|\beta^o\|_0 + \|\eta\|_0 + 1.
\end{aligned}
\]
\[ \gamma = 2p \exp(-n/[8K_B^4]), \quad \kappa_m \wedge \check{\kappa}_m \geq \kappa, \quad L = \|\eta\|_f, \]

\[ q \geq \frac{3}{8} \frac{f^3/2}{\bar{f}} \kappa/[10K_B \sqrt{s}], \quad \check{q}_m \geq \frac{3}{8} \frac{f^3/2}{\bar{f}} \kappa/[K_B \sqrt{s + \bar{m}}]. \]

**COMMENT 2.1 (Conditions on \(E[x_i x'_i]\)).** The conditions on the population design matrix can also be replaced by more general primitive conditions of the form stated in [7] and [12]. For example, conditions on sparse eigenvalues suffice as shown in [7]. Denote the minimum and maximum eigenvalue of the population design matrix by

\[ \varphi_{\text{min}}(m) = \min_{\|\delta\|_1, \|\delta\|_0 \leq m} \frac{\delta' E[x_i x'_i] \delta}{\delta' \delta} \quad \text{and} \]

\[ \varphi_{\text{max}}(m) = \max_{\|\delta\|_1, \|\delta\|_0 \leq m} \frac{\delta' E[x_i x'_i] \delta}{\delta' \delta}. \]

(2.8)

Assuming that for some \(m \geq s\) we have \(m \varphi_{\text{min}}(m + s) \geq c_0^2 s \varphi_{\text{max}}(m)\), then

\[ \kappa_m \geq \sqrt{\varphi_{\text{min}}(s + m)} (1 - c_0 \sqrt{s \varphi_{\text{max}}(s)/[m \varphi_{\text{min}}(s + m)]}) \]

and

\[ \check{\kappa}_m \geq \varphi_{\text{min}}(s + m). \]

2.6. **Overview of main results.** Here, we discuss our results under the simple setup of Design 1 and under \(1/p \leq \alpha \to 0\) and \(\gamma \to 0\). These simple assumptions allow us to straightforwardly compare our rate results to those obtained in the literature. We state our more general nonasymptotic results under general conditions in the subsequent sections. Our first main rate result is that \(\ell_1\)-QR, with our choice (2.7) of parameter \(\lambda\), satisfies

\[ \sup_{u \in \mathcal{U}} \|\hat{\beta}(u) - \beta(u)\| \lesssim_p \frac{1}{f \kappa_0 \kappa_s} \sqrt{\frac{s \log(n \vee p)}{n}}, \]

(2.9)

provided that the upper bound on the number of nonzero components \(s\) satisfies

\[ \frac{\sqrt{s \log(n \vee p)}}{\sqrt{n f^{1/2} \kappa_0 q}} \to 0. \]

(2.10)

Note that \(\kappa_0, \kappa_s, f\) and \(q\) are bounded away from zero in this example. Therefore, the rate of convergence is \(\sqrt{s/n} \cdot \sqrt{\log(n \vee p)}\) uniformly in the set of quantile indices \(u \in \mathcal{U}\), which is very close to the oracle rate when \(p\) grows polynomially in \(n\). Further, we note that our resulting restriction (2.10) on the dimension \(s\) of the true models is very weak; when \(p\) is polynomial in \(n\), \(s\) can be of almost the same order as \(n\), namely \(s = o(n/\log n)\).
Our second main result is that the dimension $\|\hat{\beta}(u)\|_0$ of the model selected by the $\ell_1$-penalized estimator is of the same stochastic order as the dimension $s$ of the true models, namely
\[
\sup_{u \in \mathcal{U}} \|\hat{\beta}(u)\|_0 \lesssim_P s. \tag{2.11}
\]
Further, if the parameter values of the minimal true model are well separated from zero, then with a high probability the model selected by the $\ell_1$-penalized estimator correctly nests the true minimal model:
\[
T_u = \text{support}(\beta(u)) \subseteq \hat{T}_u = \text{support}(\hat{\beta}(u)) \quad \text{for all } u \in \mathcal{U}. \tag{2.12}
\]
Moreover, we provide conditions under which a hard-thresholded version of the estimator selects the correct support.

Our third main result is that the post-penalized estimator, which applies ordinary quantile regression to the selected model, obeys
\[
\sup_{u \in \mathcal{U}} \|\hat{\beta}(u) - \beta(u)\| \lesssim_P \frac{1}{f_{\kappa_0}\tilde{m}} \sqrt{\frac{\hat{m} \log(n \lor p) + s \log n}{n}}
+ \sup_{u \in \mathcal{U}} \frac{1}{f_{\kappa_0}\tilde{m}} \sqrt{\frac{s \log(n \lor p)}{n}}, \tag{2.13}
\]
where $\hat{m} = \sup_{u \in \mathcal{U}} \|\hat{\beta}_{Tu}(u)\|_0$ is the maximum number of wrong components selected for any quantile index $u \in \mathcal{U}$, provided that the bound on the number of nonzero components $s$ obeys the growth condition (2.10) and
\[
\sqrt{n} \frac{f_{1/2}\tilde{m}}{f_{\kappa_0}\tilde{m}} \to_P 0. \tag{2.14}
\]
[Note that when $\mathcal{U}$ is a singleton, the $s \log n$ factor in (2.13) becomes $s$.]

We see from (2.13) that post-$\ell_1$-QR can perform well in terms of the rate of convergence even if the selected model $\hat{T}_u$ fails to contain the true model $T_u$. Indeed, since in this design $\hat{m} \lesssim_P s$, post-$\ell_1$-QR has the rate of convergence $\sqrt{s/n} \cdot \sqrt{\log(n \lor p)}$, which is the same as the rate of convergence of $\ell_1$-QR. The intuition for this result is that the $\ell_1$-QR based model selection can only miss covariates with relatively small coefficients, which then permits post-$\ell_1$-QR to perform as well or even better due to reductions in bias, as confirmed by our computational experiments.

We also see from (2.13) that post-$\ell_1$-QR can perform better than $\ell_1$-QR in terms of the rate of convergence if the number of wrong components selected obeys $\hat{m} = o_P(s)$ and the selected model contains the true model, $\{T_u \subseteq \hat{T}_u\}$ with probability converging to one. In this case, post-$\ell_1$-QR has the rate of convergence $\sqrt{(o_P(s)/n) \log(n \lor p) + (s/n) \log n}$, which is faster than the rate of convergence of $\ell_1$-QR. In the extreme case of perfect model selection, that is, when $\hat{m} = 0$, the
rate of post-$\ell_1$-QR becomes $\sqrt{(s/n) \log n}$ uniformly in $U$. (When $U$ is a singleton, the $\log n$ factor drops out.) Note that inclusion $\{T_u \subseteq \hat{T}_u\}$ necessarily happens when the coefficients of the true models are well separated from zero, as we stated above. Note also that the condition $\hat{m} = o(s)$ or even $\hat{m} = 0$ could occur under additional conditions on the regressors (such as the mutual coherence conditions that restrict the maximal pairwise correlation of regressors). Finally, we note that our second restriction \((2.14)\) on the dimension $s$ of the true models is very weak in this design; when $p$ is polynomial in $n$, $s$ can be of almost the same order as $n$, namely $s = o(n / \log n)$.

To the best of our knowledge, all of the results presented above are new, both for the single $\ell_1$-penalized quantile regression problem as well as for the infinite collection of $\ell_1$-penalized quantile regression problems. These results therefore contribute to the rate results obtained for $\ell_1$-penalized mean regression and related estimators in the fundamental papers of [7, 12, 22, 26, 32, 34]. The results on post-$\ell_1$ penalized quantile regression had no analogs in the literature on mean regression, apart from the rather exceptional case of perfect model selection, in which case the post-penalized estimator is simply the oracle. Building on the current work these results have been extended to mean regression in [5]. Our results on the sparsity of $\ell_1$-QR and model selection also contribute to the analogous results for mean regression [26]. Also, our rate results for $\ell_1$-QR are different from, and hence complementary to, the fundamental results in [32] on the excess forecasting loss under possibly nonquadratic loss functions, which also specializes the results to density estimation, mean regression, and logistic regression. In principle, we could apply theorems in [32] to the single quantile regression problem to derive the bounds on the excess loss $E[\rho_u(y_i - x_i^j \hat{\beta}(u)) - E[\rho_u(y_i - x_i^j \beta(u))]$.

However, these bounds would not imply our results \((2.7), (2.9), (2.11), (2.12)\) and \((2.13)\), which characterize the rates of estimating coefficients $\beta(u)$ by $\ell_1$-QR and post-$\ell_1$-QR, sparsity and model selection properties, and the data-driven choice of the penalty level.

3. Main results and main proofs. In this section, we derive rates of convergence for $\ell_1$-QR and post-$\ell_1$-QR, sparsity bounds, and model selection results.

3.1. Bounds on $\Lambda(1 - \alpha | X)$. We start with a characterization of $\Lambda$ and its $(1 - \alpha)$-quantile, $\Lambda(1 - \alpha | X)$, which determines the magnitude of our suggested penalty level $\lambda$ via equation \((2.7)\).

\[5\] Of course, such a derivation would entail some difficult work, since we must verify some high-level assumptions made directly on the performance of the oracle and penalized estimators in population and others (cf. [32], conditions I.1 and I.2, where I.2 assumes uniform in $x_i$ consistency of the penalized estimator in the population, and does not hold in our main examples, e.g., in Design 1 with normal regressors).
**Theorem 1** [Bounds on $\Lambda(1 - \alpha|X)$]. Let $W_{\mathcal{U}} = \max_{u \in \mathcal{U}} 1/\sqrt{u(1-u)}$. There is a universal constant $C_\Lambda$ such that:

1. $P(\Lambda \geq k \cdot C_\Lambda W_{\mathcal{U}} \sqrt{n \log p} | X) \leq p^{-k^2 + 1}$,
2. $\Lambda(1 - \alpha|X) \leq \sqrt{1 + \log(1/\alpha) / \log p} \cdot C_\Lambda W_{\mathcal{U}} \sqrt{n \log p}$ with probability 1.

**3.2. Rates of convergence.** In this section, we establish the rate of convergence of $\ell_1$-QR. We start with the following preliminary result which shows that if the penalty level exceeds the specified threshold, for each $u \in \mathcal{U}$, the estimator $\hat{\beta}(u) - \beta(u)$ will belong to the restricted set $A_u := \{ \delta \in \mathbb{R}^p : \| \delta_T^u \|_1 \leq c_0 \| \delta_T^u \|_1, \| \delta_T^u \|_0 \leq n \}$.

**Lemma 3** (Restricted set). 1. Under $D.3$, with probability at least $1 - \gamma$ we have for every $\delta \in \mathbb{R}^p$

\[ \frac{2}{3} \| \delta \|_{1,n} \leq \| \delta \|_1 \leq 2 \| \delta \|_{1,n}. \]

2. Moreover, if for some $\alpha \in (0, 1)$

\[ \lambda \geq \lambda_0 := \frac{c_0 + 3}{c_0 - 3} \Lambda(1 - \alpha|X), \]

then with probability at least $1 - \alpha - \gamma$, uniformly in $u \in \mathcal{U}$, we have (3.1) and

$\hat{\beta}(u) - \beta(u) \in A_u = \{ \delta \in \mathbb{R}^p : \| \delta_T^u \|_1 \leq c_0 \| \delta_T^u \|_1, \| \delta_T^u \|_0 \leq n \}$.

This result is inspired by the analogous result for least squares in [7].

**Lemma 4** (Identifiability relations over restricted set). Condition $D.4$, namely (RE$(c_0, m)$) and (RNI$(c_0)$), implies that for any $\delta \in A_u$ and $u \in \mathcal{U}$,

\[ \| (E[x_i x'_i])^{1/2} \delta \| \leq \| J_u^{1/2} \delta \| / \sqrt{f} \],
\[ \| \delta_T^u \|_1 \leq \sqrt{s} \| J_u^{1/2} \delta \| / \sqrt{f} \kappa_0 \],
\[ \| \delta \|_1 \leq \sqrt{s}(1 + c_0) \| J_u^{1/2} \delta \| / \sqrt{f} \kappa_0 \],
\[ \| \delta \| \leq (1 + c_0 \sqrt{s/m}) \| J_u^{1/2} \delta \| / \sqrt{f} \kappa_m \],
\[ Q_u(\beta(u) + \delta) - Q_u(\beta(u)) \geq (\| J_u^{1/2} \delta \|^2 / 4) \wedge (q \| J_u^{1/2} \delta \|). \]

This second preliminary result derives identifiability relations over $A_u$. It shows that the coefficients $f$, $\kappa_0$ and $\kappa_m$ control moduli of continuity between various norms over the restricted set $A_u$, and the RNI coefficient $q$ controls the quality of minoration of the objective function by a quadratic function over $A_u$.

Finally, the third preliminary result derives bounds on the empirical error over $A_u$. 
LEMMA 5 (Control of empirical error). Under D.1–D.4, for any $t > 0$ let

$$
\epsilon(t) := \sup_{u \in \mathcal{U}, \delta \in A_u, \|J_1^{1/2}u \delta\| \leq t} \left| \tilde{Q}_u(\beta(u) + \delta) - Q_u(\beta(u) + \delta) \right| - (\tilde{Q}_u(\beta(u)) - Q_u(\beta(u)))|.
$$

Then, there is a universal constant $C_E$ such that for any $A > 1$, with probability at least $1 - 3\gamma - 3p^{-A^2}$

$$
\epsilon(t) \leq t \cdot C_E \cdot \frac{(1 + c_0)A}{f^{1/2}K_0} \sqrt{\frac{s \log(p \vee [L_{f^{1/2}K_0}/t])}{n}}.
$$

In order to prove the lemma, we use a combination of chaining arguments and exponential inequalities for contractions [24]. Our use of the contraction principle is inspired by its fundamentally innovative use in [32]; however, the use of the contraction principle alone is not sufficient in our case. Indeed, first we need to make some adjustments to obtain error bounds over the neighborhoods defined by the intrinsic norm $\|J_1^{1/2} \cdot \|$ instead of the $\| \cdot \|_1$ norm; and second, we need to use chaining over $u \in \mathcal{U}$ to get uniformity over $\mathcal{U}$.

Armed with Lemmas 3–5, we establish the first main result. The result depends on the constants $C_\Lambda$, $C_E$, $C_L$ and $C_f$ defined in Theorem 1, Lemma 5, conditions D.2 and D.4.

THEOREM 2 (Uniform bounds on estimation error of $\ell_1$-QR). Assume conditions D.1–D.4 hold, and let

$$
C > 2C_\Lambda \sqrt{1 + \log(1/\alpha) / \log p \vee [C_E \sqrt{1 \vee [C_L + C_f + 1/2]]}}.
$$

Let $\lambda_0$ be defined as in (3.2). Then uniformly in the penalty level $\lambda$ such that

$$
\lambda_0 \leq \lambda \leq C \cdot W_{\mathcal{U}} \sqrt{n \log p},
$$

we have that, for any $A > 1$ with probability at least $1 - \alpha - 4\gamma - 3p^{-A^2}$,

$$
\sup_{u \in \mathcal{U}} \left\| J_1^{1/2}(\hat{\beta}(u) - \beta(u)) \right\| \leq 8C \cdot \frac{(1 + c_0)W_{\mathcal{U}}A}{f^{1/2}K_0} \cdot \sqrt{\frac{s \log(p \vee n)}{n}},
$$

$$
\sup_{u \in \mathcal{U}} \sqrt{\mathbb{E}_x[x'(\hat{\beta}(u) - \beta(u))]^2} \leq 8C \cdot \frac{(1 + c_0)W_{\mathcal{U}}A}{fK_0} \cdot \sqrt{\frac{s \log(p \vee n)}{n}}
$$

and

$$
\sup_{u \in \mathcal{U}} \left\| \hat{\beta}(u) - \beta(u) \right\| \leq \frac{1 + c_0\sqrt{s/m}}{\kappa_m} \cdot 8C \cdot \frac{(1 + c_0)W_{\mathcal{U}}A}{fK_0} \cdot \sqrt{\frac{s \log(p \vee n)}{n}},
$$

$$
\text{sup}_{u \in \mathcal{U}} \left\| \hat{\beta}(u) - \beta(u) \right\| \leq \frac{1 + c_0\sqrt{s/m}}{\kappa_m} \cdot 8C \cdot \frac{(1 + c_0)W_{\mathcal{U}}A}{fK_0} \cdot \sqrt{\frac{s \log(p \vee n)}{n}},
$$
provided $s$ obeys the growth condition

$$2C \cdot (1 + c_0) W_{\mathcal{U}} A \cdot \sqrt{s \log (p \vee n)} < q f^{1/2} \kappa_0 \sqrt{n}. \quad (3.9)$$

This result derives the rate of convergence of the $\ell_1$-penalized quantile regression estimator in the intrinsic norm and other norms of interest uniformly in $u \in \mathcal{U}$ as well as uniformly in the penalty level $\lambda$ in the range specified by (3.8), which includes our recommended choice of $\lambda_0$. We see that the rates of convergence for $\ell_1$-QR generally depend on the number of significant regressors $s$, the logarithm of the number of regressors $p$, the strength of identification summarized by $\kappa_0$, $\kappa_m$, $f$ and $q$, and the quantile indices of interest $\mathcal{U}$ (as expected, extreme quantiles can slow down the rates of convergence). These rate results parallel the results of [7] obtained for $\ell_1$-penalized mean regression. Indeed, the role of the parameter $f$ is similar to the role of the standard deviation of the disturbance in mean regression. It is worth noting, however, that our results do not rely on normality and homoscedasticity assumptions, and our proofs have to address the nonquadratic nature of the objective function, with parameter $q$ controlling the quality of quadratization. This parameter $q$ enters the results only through the growth restriction (3.9) on $s$. At this point, we refer the reader to Section 2.4 for a further discussion of this result in the context of the correlated normal design. Finally, we note that our proof combines the star-shaped geometry of the restricted set $A_u$ with classical convexity arguments; this insight may be of interest in other problems.

**Proof of Theorem 2.** We let

$$t := 8C \cdot (1 + c_0) W_{\mathcal{U}} A \cdot \sqrt[4]{s \log (p \vee n)/n}$$

and consider the following events:

(i) $\Omega_1 := \text{the event that } (3.1) \text{ and } \hat{\beta}(u) - \beta(u) \in A_u, \text{ uniformly in } u \in \mathcal{U}, \text{ hold};$

(ii) $\Omega_2 := \text{the event that the bound on empirical error } \epsilon(t) \text{ in Lemma 5 holds};$

(iii) $\Omega_3 := \text{the event in which } \Lambda(1 - \alpha|X) \leq \sqrt{T + \log(1/\alpha)}/\log p \cdot C_{\Lambda} W_{\mathcal{U}} \times \sqrt{n \log p}.$

By the choice of $\lambda$ and Lemma 3, $P(\Omega_1) \geq 1 - \alpha - \gamma$; by Lemma 5 $P(\Omega_2) \geq 1 - 3\gamma - 3p^{-A^2}$; and by Theorem 1 $P(\Omega_3) = 1$, hence $P(\bigcap_{k=1}^3 \Omega_k) \geq 1 - \alpha - 4\gamma - 3p^{-A^2}$.

Given the event $\bigcap_{k=1}^3 \Omega_k$, we want to show the event that

$$\exists u \in \mathcal{U} \quad \| J_u^{1/2}(\hat{\beta}(u) - \beta(u)) \| > t \quad (3.10)$$

is impossible, which will prove the first bound. The other two bounds then follow from Lemma 4 and the first bound. First, note that the event in (3.10) implies that
for some $u \in U$

$$0 > \min_{\delta \in A_u, \|J_u^{1/2}\delta\| \geq t} \left( \hat{Q}_u(\beta(u) + \delta) - \hat{Q}_u(\beta(u)) \right) + \frac{\lambda \sqrt{u(1-u)}}{n} \left( \|\beta(u) + \delta\|_{1,n} - \|\beta(u)\|_{1,n} \right).$$

The key observation is that by convexity of $\hat{Q}_u(\cdot) + \|\cdot\|_{1,n} \lambda \sqrt{u(1-u)}/n$ and by the fact that $A_u$ is a cone, we can replace $\|J_u^{1/2}\delta\| \geq t$ by $\|J_u^{1/2}\delta\| = t$ in the above inequality and still preserve it:

$$0 > \min_{\delta \in A_u, \|J_u^{1/2}\delta\| = t} \left( \hat{Q}_u(\beta(u) + \delta) - \hat{Q}_u(\beta(u)) \right) + \frac{\lambda \sqrt{u(1-u)}}{n} \left( \|\beta(u) + \delta\|_{1,n} - \|\beta(u)\|_{1,n} \right).$$

Also, by inequality (3.4) in Lemma 4, for each $\delta \in A_u$

$$\|\beta(u)\|_{1,n} - \|\beta(u) + \delta\|_{1,n} \leq \|\delta_{Tu}\|_{1,n} \leq 2\|J_u^{1/2}\delta\|/f^{1/2}\kappa_0,$$ which then further implies

$$0 > \min_{\delta \in A_u, \|J_u^{1/2}\delta\| = t} \left( \hat{Q}_u(\beta(u) + \delta) - \hat{Q}_u(\beta(u)) \right) - \frac{\lambda \sqrt{u(1-u)}}{n} \left( \|\beta(u) + \delta\|_{1,n} - \|\beta(u)\|_{1,n} \right).$$

(3.11)

Also by Lemma 5, under our choice of $t \geq 1/[f^{1/2}\kappa_0 \sqrt{n}]$, $\log(Lf\kappa_0^2) \leq (C_L + C_f) \log(n \lor p)$, and under event $\Omega_2$

$$\epsilon(t) \leq tC_E \sqrt{1 \lor [C_L + C_f + 1/2]} (1 + c_0) A \sqrt{\frac{s \log(p \lor n)}{n}}. \tag{3.12}$$

Therefore, we obtain from (3.11) and (3.12)

$$0 \geq \min_{\delta \in A_u, \|J_u^{1/2}\delta\| = t} Q_u(\beta(u) + \delta) - Q_u(\beta(u)) - \frac{\lambda \sqrt{u(1-u)}}{n} \left( \|\beta(u) + \delta\|_{1,n} - \|\beta(u)\|_{1,n} \right) - tC_E \sqrt{1 \lor [C_L + C_f + 1/2]} (1 + c_0) A \sqrt{\frac{s \log(p \lor n)}{n}}.$$

Using the identifiability relation (3.7) stated in Lemma 4, we further get

$$0 > -t^2/4 \land (qt) - t \frac{\lambda \sqrt{u(1-u)}}{n} \frac{2\sqrt{s}}{f^{1/2}\kappa_0} - tC_E \sqrt{1 \lor [C_L + C_f + 1/2]} (1 + c_0) A \sqrt{\frac{s \log(p \lor n)}{n}}.$$
Using the upper bound on $\lambda$ under event $\Omega_3$, we obtain
\[
0 > \frac{t^2}{4} \land (qt) - tC \frac{2\sqrt{s \log p}}{\sqrt{n}} \frac{W_{U}}{f^{1/2}k_0}
\]
\[
- tC\sqrt{1 \lor [C_L + C_f + 1/2]} \frac{(1 + c_0)A}{f^{1/2}k_0} \sqrt{s \log (p \lor n)} \frac{n}{n}.
\]
Note that $qt$ cannot be smaller than $t^2/4$ under the growth condition (3.9) in the
theorem. Thus, using also the lower bound on $C$ given in the theorem, $W_{U} \geq 1$, and $c_0 \geq 1$, we obtain the relation
\[
0 > \frac{t^2}{4} - t \cdot 2C \frac{(1 + c_0)W_{U}A}{f^{1/2}k_0} \sqrt{s \log (p \lor n)} \frac{n}{n} = 0,
\]
which is impossible.  \(\square\)

3.3. Sparsity properties. Next, we derive sparsity properties of the solution to $\ell_1$-penalized quantile regression. Fundamentally, sparsity is linked to the first order optimality conditions of (2.4) and therefore to the (sub)gradient of the criterion function. In the case of least squares, the gradient is a smooth (linear) function of the parameters. In the case of quantile regression, the gradient is a highly non-smooth (piece-wise constant) function. To control the sparsity of $\hat{\beta}(u)$, we rely on empirical process arguments to approximate gradients by smooth functions. In particular, we crucially exploit the fact that the entropy of all $m$-dimensional submodels of the $p$-dimensional model is of order $m \log p$, which depends on $p$ only logarithmically.

The statement of the results will depend on the maximal $k$-sparse eigenvalue of $E[x_i x_i']$ and $E_n[x_i x_i']$:
\[
\phi_{\text{max}}(k) = \max_{\delta \neq 0, \|\delta\|_0 \leq k} \frac{E[(x_i')\delta]^2}{\delta'\delta} \quad \text{and}
\]
\[
\phi(k) = \sup_{\delta \neq 0, \|\delta\|_0 \leq k} \frac{E_n[(x_i')\delta]^2}{\delta'\delta} \lor \frac{E[(x_i')\delta]^2}{\delta'\delta}.
\]
In order to establish our main sparsity result, we need two preliminary lemmas.

Lemma 6 (Empirical pre-sparsity). Let $\tilde{s} = \sup_{u \in U} \|\hat{\beta}(u)\|_0$. Under D.1–D.4, for any $\lambda > 0$, with probability at least $1 - \gamma$ we have
\[
\tilde{s} \leq n \land p \land [4n^2 \phi(\tilde{s}) W_{U}^2 / \lambda^2].
\]
In particular, if $\lambda \geq 2\sqrt{2} W_{U} \sqrt{n \log (n \lor p)} \phi(n \lor \log (n \lor p))$ then $\tilde{s} \leq n / \log (n \lor p)$. 
This lemma establishes an initial bound on the number of nonzero components \( \hat{s} \) as a function of \( \lambda \) and \( \phi(\hat{s}) \). Restricting
\[
\lambda \geq 2\sqrt{2W_{\mathcal{U}}(n \log(n \lor p)\phi(n/\log(n \lor p))}
\]
makes the term \( \phi(n/\log(n \lor p)) \) appear in subsequent bounds instead of the term \( \phi(n) \), which in turn weakens some assumptions. Indeed, not only is the first term smaller than the second, but also there are designs of interest where the second term diverges while the first does not; for instance, in Design 1, if \( p \geq 2n \), we have \( \phi(n/\log(n \lor p)) \lesssim p \) \( \sqrt{\log p} \) by [2].

The following lemma establishes a bound on the sparsity as a function of the rate of convergence.

**Lemma 7 (Empirical sparsity).** Assume D.1–D.4 and let
\[
r = \sup_{u \in \mathcal{U}} \left\| J_u^{1/2}(\hat{\beta}(u) - \beta(u)) \right\|.
\]
Then, for any \( \varepsilon > 0 \), there is a constant \( K_\varepsilon \geq \sqrt{2} \) such that with probability at least \( 1 - \varepsilon - \gamma \),
\[
\sqrt{\hat{s}} \leq \mu(\hat{s}) \frac{n}{\lambda} (r \lor 1) + \sqrt{\hat{s}} K_\varepsilon \frac{\sqrt{n \log(n \lor p)\phi(\hat{s})}}{\lambda},
\]
\[
\mu(k) := 2\sqrt{\phi_{\max}(k)} (1 \lor 2\sqrt{f} / f^{1/2}).
\]

Finally, we combine these results to establish the main sparsity result. In what follows, we define \( \hat{\phi}_k \) as a constant such that \( \phi(n/\log(n \lor p)) \leq \hat{\phi}_k \) with probability \( 1 - \varepsilon \).

**Theorem 3 (Uniform sparsity bounds).** Let \( \varepsilon > 0 \) be any constant, assume D.1–D.4 hold, and let \( \lambda \) satisfy \( \lambda \geq \lambda_0 \) and
\[
KW_{\mathcal{U}}(n \log(n \lor p)) \leq \lambda \leq K'W_{\mathcal{U}}(n \log(n \lor p))
\]
for some constant \( K' \geq K \geq 2K_\varepsilon \hat{\phi}_k^{1/2} \), for \( K_\varepsilon \) defined in Lemma 7. Then, for any \( A > 1 \) with probability at least \( 1 - \alpha - 2\varepsilon - 4\gamma - p^{-\lambda^2} \),
\[
\hat{s} := \sup_{u \in \mathcal{U}} \| \hat{\beta}(u) \|_0 \leq s \cdot [16\mu W_{\mathcal{U}}/\sqrt{f^{1/2} \kappa_0}]^2 [(1 + c_0)AK'/K]^2,
\]
where \( \mu := \mu(n/\log(n \lor p)) \), provided that \( s \) obeys the growth condition
\[
(3.14) \quad 2K'(1 + c_0)AW_{\mathcal{U}}\sqrt{s \log(n \lor p)} < qf^{1/2} \kappa_0 \sqrt{n}.
\]
The theorem states that by setting the penalty level $\lambda$ to be possibly higher than our initial recommended choice $\lambda_0$, we can control $\tilde{s}$, which will be crucial for good performance of the post-penalized estimator. As a corollary, we note that if (a) $\mu \lesssim 1$, (b) $1/(f^{1/2}k_0) \lesssim 1$ and (c) $\phi_\epsilon \lesssim 1$ for each $\epsilon > 0$, then $\tilde{s} \lesssim s$ with a high probability, so the dimension of the selected model is about the same as the dimension of the true model. Conditions (a), (b) and (c) easily hold for the correlated normal design in Design 1. In particular, (c) follows from the concentration inequalities and from results in classical random matrix theory; see [2] for proofs. Therefore the possibly higher $\lambda$ needed to achieve the stated sparsity bound does not slow down the rate of $\ell_1$-QR in this case. The growth condition (3.14) on $s$ is also weak in this case.

**Proof of Theorem 3.** By the choice of $K$ and Lemma 6, $\tilde{s} \leq n/\log(n \vee p)$ with probability $1 - \epsilon$. With at least the same probability, the choice of $\lambda$ yields

$$K_\epsilon \frac{\sqrt{n \log(n \vee p)\phi(\tilde{s})}}{\lambda} \leq \frac{K_\epsilon \phi^{1/2}_\epsilon}{KW_{ul}} \leq \frac{1}{2W_{ul}},$$

so that by virtue of Lemma 7 and by $\mu(\tilde{s}) \leq \mu := \mu(n/\log(n \vee p))$,

$$\frac{\sqrt{\tilde{s}}}{W_{ul}} \leq \frac{\mu(r \wedge 1)n}{\lambda} + \frac{\sqrt{\tilde{s}}}{2W_{ul}},$$

or

$$\frac{\sqrt{\tilde{s}}}{W_{ul}} \leq \frac{2\mu(r \wedge 1)n}{\lambda},$$

with probability $1 - 2\epsilon$. Since all conditions of Theorem 2 hold, we obtain the result by plugging in the upper bound on $r = \sup_{u \in U} \|T_u^{1/2} (\hat{\beta}(u) - \beta(u))\|$ from Theorem 2. $\Box$

### 3.4. Model selection properties

**Theorem 4 (Model selection properties of $\ell_1$-QR).** Let $r^0 = \sup_{u \in U} \|\hat{\beta}(u) - \beta(u)\|$. If $\inf_{u \in U} \min_{j \in T_u} |\beta_j(u)| > r^0$, then

$$(3.15) \quad T_u := \text{support}(\beta(u)) \subseteq \hat{T}_u := \text{support}(\hat{\beta}(u)) \quad \text{for all } u \in U.$$  

Moreover, the hard-thresholded estimator $\bar{\beta}(u)$, defined for any $\gamma \geq 0$ by

$$(3.16) \quad \bar{\beta}_j(u) = \hat{\beta}_j(u)1\{|\hat{\beta}_j(u)| > \gamma\}, \quad u \in U, \ j = 1, \ldots, p,$$

provided that $\gamma$ is chosen such that $r^0 < \gamma < \inf_{u \in U} \min_{j \in T_u} |\beta_j(u)| - r^0$, satisfies

$$\text{support}(\bar{\beta}(u)) = T_u \quad \text{for all } u \in U.$$
These results parallel analogous results in [26] for mean regression. The first result says that if nonzero coefficients are well separated from zero, then the support of $\ell_1$-QR includes the support of the true model. The inclusion of the true support in (3.15) is in general one-sided; the support of the estimator can include some unnecessary components having true coefficients equal to zero. The second result states that if the further conditions are satisfied, additional hard thresholding can eliminate inclusions of such unnecessary components. The value of the hard threshold must explicitly depend on the unknown value $\min_{j \in T_u} |\beta_j(u)|$, characterizing the separation of nonzero coefficients from zero. The additional conditions stated in this theorem are strong and perfect model selection appears quite unlikely in practice. Certainly it does not work in all real empirical examples we have explored. This motivates our analysis of the post-model-selected estimator under conditions that allow for imperfect model selection, including cases where we miss some nonzero components or have additional unnecessary components.

3.5. The post-penalized estimator. In this section, we establish a bound on the rate of convergence of the post-penalized estimator. The proof relies crucially on the identifiability and control of the empirical error over the sparse sets $\tilde{A}_u(\tilde{m}) := \{ \delta \in \mathbb{R}^p : \| \delta_{T_u} \|_0 \leq \tilde{m} \}$.

**Lemma 8** (Sparse identifiability and control of empirical error). 1. Suppose D.1 and D.5 hold. Then for all $\delta \in \tilde{A}_u(\tilde{m}), u \in \mathcal{U}$, and $\tilde{m} \leq n$, we have that

$$Q_u(\beta(u) + \delta) - Q_u(\beta(u)) \geq \frac{\| J_u^{1/2} \delta \|_2^2}{4} \wedge (\tilde{q}_{\tilde{m}} \| J_u^{1/2} \delta \|_2).$$

(3.17)

2. Suppose D.1, D.2 and D.5 hold and that $|\bigcup_{u \in \mathcal{U}} T_u| \leq n$. Then for any $\epsilon > 0$, there is a constant $C_\epsilon$ such that with probability at least $1 - \epsilon$ the empirical error

$$\epsilon_u(\delta) := |\hat{Q}_u(\beta(u) + \delta) - Q_u(\beta(u) + \delta) - (\hat{Q}_u(\beta(u)) - Q_u(\beta(u)))|$$

obeys

$$\sup_{u \in \mathcal{U}, \delta \in \tilde{A}_u(\tilde{m}), \delta \not= 0} \frac{\epsilon_u(\delta)}{\| \delta \|} \leq C_\epsilon \sqrt{\frac{(\tilde{m} \log(n \vee p) + s \log n) \phi(\tilde{m} + s)}{n}}$$

for all $\tilde{m} \leq n$.

In order to prove this lemma, we exploit the crucial fact that the entropy of all $m$-dimensional submodels of the $p$-dimensional model is of order $m \log p$, which depends on $p$ only logarithmically. The following theorem establishes the properties of post-model-selection estimators.

**Theorem 5** (Uniform bounds on estimation error of post-$\ell_1$-QR). Assume the conditions of Theorem 2 hold, assume that $|\bigcup_{u \in \mathcal{U}} T_u| \leq n$, and assume D.5...
holds with \( \hat{m} := \sup_{u \in U} \| \hat{\beta}_u (u) \|_0 \) with probability \( 1 - \epsilon \). Then for any \( \epsilon > 0 \) there is a constant \( C_\epsilon \) such that the bounds

\[
\sup_{u \in U} \left\| J_u^{1/2} (\hat{\beta}(u) - \beta(u)) \right\| \leq \frac{4 C_\epsilon \sqrt{\phi(\hat{m} + s)}}{\hat{f}^{1/2} \kappa_{\hat{m}}} \cdot \sqrt{\hat{m} \log(n \vee p) + s \log n} \cdot \frac{\sqrt{C_\epsilon \log(n \vee p) + s \log n}}{n},
\]

(3.18)

\[ + \sup_{u \in U} 1 \{ T_u \not\subseteq \hat{T}_u \} \cdot \frac{4 \sqrt{2} (1 + c_0) A}{\hat{f}^{1/2} \kappa_0} \cdot C \cdot W_{U} \sqrt{\frac{s \log(n \vee p)}{n}}, \]

\[ \sup_{u \in U} \sqrt{\mathbb{E}_x \left[ x'(\hat{\beta}(u) - \beta(u)) \right]^2} \leq \sup_{u \in U} \left\| J_u^{1/2} (\hat{\beta}(u) - \beta(u)) \right\| / \hat{f}^{1/2}, \]

\[ \sup_{u \in U} \| \hat{\beta}(u) - \beta(u) \| \leq \sup_{u \in U} \left\| J_u^{1/2} (\hat{\beta}(u) - \beta(u)) \right\| / \hat{f}^{1/2} \kappa_{\hat{m}}, \]

hold with probability at least \( 1 - \alpha - 3 \gamma - 3 p^{-A^2} - 2 \epsilon \), provided that \( s \) obeys the growth condition

\[
q_{\hat{m}} \cdot \frac{C_\epsilon \sqrt{\hat{m} \log(n \vee p) + s \log n} \phi(\hat{m} + s)}{\sqrt{n} \hat{f}^{1/2} \kappa_{\hat{m}}} \leq \frac{C_\epsilon \sqrt{\hat{m} \log(n \vee p) + s \log n} \phi(\hat{m} + s)}{\sqrt{n} \hat{f}^{1/2} \kappa_{\hat{m}}} \leq \frac{C_\epsilon \sqrt{\hat{m} \log(n \vee p) + s \log n} \phi(\hat{m} + s)}{\sqrt{n} \hat{f}^{1/2} \kappa_{\hat{m}}}. \]

This theorem describes the performance of post-\( \ell_1 \)-QR. However, an inspection of the proof reveals that it can be applied to any post-model selection estimator. From Theorem 5, we can conclude that in many interesting cases the rates of post-\( \ell_1 \)-QR could be the same or faster than the rate of \( \ell_1 \)-QR. Indeed, first consider the case where the model selection fails to contain the true model, that is, \( \sup_{u \in U} 1 \{ T_u \not\subseteq \hat{T}_u \} = 1 \) with a nonnegligible probability. If (a) \( \hat{m} \leq \hat{s} \leq C_\epsilon s \), (b) \( \phi(\hat{m} + s) \leq C_\epsilon \sqrt{\hat{m} \log(n \vee p) + s \log n} \), and (c) the constants \( \hat{f} \) and \( \kappa_{\hat{m}} \) are of the same order as \( \hat{f} \) and \( \kappa_{\hat{m}} \), respectively, then the rate of convergence of post-\( \ell_1 \)-QR is the same as the rate of convergence of \( \ell_1 \)-QR. Recall that Theorem 3 provides sufficient conditions needed to achieve (a), which hold in Design 1. Recall also that in Design 1, (b) holds by concentration of measure and classical results in random matrix theory, as shown in [2], and (c) holds by the calculations presented in Section 2. This verifies our claim regarding the performance of post-\( \ell_1 \)-QR in the overview, Section 2.4. The intuition for this result is that even though \( \ell_1 \)-QR misses true components, it does not miss very important ones, allowing post-\( \ell_1 \)-QR still to perform well. Second, consider the case where the model selection succeeds in containing the true model, that is, \( \sup_{u \in U} 1 \{ T_u \not\subseteq \hat{T}_u \} = 0 \) with probability approaching one, and that the number of unnecessary components obeys \( \hat{m} = o_p(s) \). In this case,
the rate of convergence of post-$\ell_1$-QR can be faster than the rate of convergence of $\ell_1$-QR. In the extreme case of perfect model selection, when $\hat{m} = 0$ with a high probability, post-$\ell_1$-QR becomes the oracle estimator with a high probability. We refer the reader to Section 2 for further discussion, and note that this result could be of interest in other problems.

**Proof of Theorem 5.** Let

$$\tilde{\delta}(u) = \tilde{\beta}(u) - \beta(u), \quad \bar{\delta}(u) := \tilde{\beta}(u) - \beta(u), \quad t_u := \| J_u^{1/2} \bar{\delta}(u) \|,$$

and $B_n$ be a random variable such that $B_n = \sup_{u \in U} \hat{Q}_u(\tilde{\beta}(u)) - \hat{Q}_u(\beta(u))$. By the optimality of $\tilde{\beta}(u)$ in (3.16), with probability $1 - \gamma$ we have uniformly in $u \in U$

$$\hat{Q}_u(\tilde{\beta}(u)) - \hat{Q}_u(\beta(u)) \leq \frac{\lambda \sqrt{u(1-u)}}{n} \left( \| \beta(u) \|_{1,n} - \| \tilde{\beta}(u) \|_{1,n} \right)$$

(3.19)

where the last term in (3.19) is bounded by

$$\frac{\lambda \sqrt{u(1-u)}}{n} 2 \sqrt{s} \frac{f^1 \kappa_0}{\| J_u^{1/2} \bar{\delta}(u) \|}$$

(3.20)

$$\leq \frac{\lambda \sqrt{u(1-u)}}{n} 2 \sqrt{s} \frac{f^1 \kappa_0}{\| J_u^{1/2} \tilde{\delta}(u) \|},$$

using that $\| J_u^{1/2} \tilde{\delta}(u) \| \geq f^1 \kappa_0 \| \bar{\delta}(u) \|$ from (RE$(c_0,0)$) implied by D.4. Therefore, by Theorem 2 we have

$$B_n \leq \frac{\lambda \sqrt{u(1-u)}}{n} 2 \sqrt{s} \frac{f^1 \kappa_0}{\| J_u^{1/2} \tilde{\delta}(u) \|} \cdot \left( 1 + c_0 \right) W_{uA} \sqrt{s \log(p \lor n)}$$

(3.21)

with probability $1 - \alpha - 3\gamma - 3p^{-A^2}$.

For every $u \in U$, by optimality of $\tilde{\beta}(u)$ in (2.5),

$$\hat{Q}_u(\tilde{\beta}(u)) - \hat{Q}_u(\beta(u)) \leq 1 \{ T_u \not\subseteq \hat{T}_u \} \left( \hat{Q}_u(\tilde{\beta}(u)) - \hat{Q}_u(\beta(u)) \right)$$

(3.22)

Also, by Lemma 8, with probability at least $1 - \varepsilon$, we have

$$\sup_{u \in U} \frac{\epsilon_u(\tilde{\delta}(u))}{\| \tilde{\delta}(u) \|} \leq C s \sqrt{\frac{(\hat{m} \log(n \lor p) + s \log n) \phi(\hat{m} + s)}{n}} =: A_{\varepsilon,n}.$$
Recall that $\sup_{u \in \mathcal{U}} \| T_U^c(u) \| \leq \tilde{m} \leq n$ so that by D.5 $t_u \geq f^{1/2} \tilde{m} \| \tilde{\delta}(u) \|$ for all $u \in \mathcal{U}$ with probability $1 - \varepsilon$. Thus, combining relations (3.21) and (3.22), for every $u \in \mathcal{U}$

$$Q_u(\tilde{\beta}(u)) - Q_u(\beta(u)) \leq t_u A_{\varepsilon,n}/[f^{1/2} \tilde{m}] + 1\{T_u \not\subseteq \hat{T}_u\} B_n$$

with probability at least $1 - 2\varepsilon$. Invoking the sparse identifiability relation (3.17) of Lemma 8, with the same probability, for all $u \in \mathcal{U}$,

$$(t_u^2/4) \wedge (\tilde{q}_m t_u) \leq t_u A_{\varepsilon,n}/[f^{1/2} \tilde{m}] + 1\{T_u \not\subseteq \hat{T}_u\} B_n.$$ We then conclude that under the assumed growth condition on $s$, this inequality implies

$$t_u \leq 4 A_{\varepsilon,n}/[f^{1/2} \tilde{m}] + 1\{T_u \not\subseteq \hat{T}_u\} \sqrt{4B_n} \vee 0$$

for every $u \in \mathcal{U}$, and the bounds stated in the theorem now follow from the definition of $f$ and $\tilde{\kappa}_m$. \hfill \Box

4. **Empirical performance.** In order to assess the finite sample practical performance of the proposed estimators, we conducted a Monte Carlo study. We will compare the performance of the $\ell_1$-penalized, post-$\ell_1$-penalized and the ideal oracle quantile regression estimators. Recall that the post-penalized estimator applies canonical quantile regression to the model selected by the penalized estimator. The oracle estimator applies canonical quantile regression to the true model. (Of course, such an estimator is not available outside Monte Carlo experiments.) We focus our attention on the model selection properties of the penalized estimator and biases and empirical risks of these estimators.

We begin by considering the following regression model:

$$y = x^T \beta(0.5) + \varepsilon, \quad \beta(0.5) = (1, 1/2, 1/3, 1/4, 1/5, 0, \ldots, 0)' ,$$

where as in Design 1, $x = (1, z)'$ consists of an intercept and covariates $z \sim N(0, \Sigma)$, and the errors $\varepsilon$ are independently and identically distributed $\varepsilon \sim N(0, \sigma^2)$. The dimension $p$ of covariates $x$ is 500, and the dimension $s$ of the true model is 6, and the sample size $n$ is 100. We set the regularization parameter $\lambda$ equal to the 0.9-quantile of the pivotal random variable $\Lambda$, following our proposal in Section 2. The regressors are correlated with $\Sigma_{ij} = \rho^{|i-j|}$ and $\rho = 0.5$. We consider two levels of noise, namely $\sigma = 1$ and $\sigma = 0.1$.

We summarize the model selection performance of the penalized estimator in Figures 1 and 2. In the left panels of the figures, we plot the frequencies of the dimensions of the selected model; in the right panels, we plot the frequencies of selecting the correct regressors. From the left panels, we see that the frequency of selecting a much larger model than the true model is very small in both designs. In the design with a larger noise, as the right panel of Figure 1 shows, the penalized quantile regression never selects the entire true model correctly, always
Fig. 1. The figure summarizes the covariate selection results for the design with $\sigma = 1$, based on 100 Monte Carlo repetitions. The left panel plots the histogram for the number of covariates selected out of the possible 500 covariates. The right panel plots the histogram for the number of significant covariates selected; there are in total 6 significant covariates amongst 500 covariates. The sample size for each repetition was $n = 100$.

missing the regressors with small coefficients. However, it almost always includes the three regressors with the largest coefficients. (Notably, despite this partial fail-

Fig. 2. The figure summarizes the covariate selection results for the design with $\sigma = 0.1$, based on 100 Monte Carlo repetitions. The left panel plots the histogram for the number of covariates selected out of the possible 500 covariates. The right panel plots the histogram for the number of significant covariates selected; there are in total 6 significant covariates amongst 500 covariates. The sample size for each repetition was $n = 100$. 
Table 1
Monte Carlo results. The table displays the average $\ell_0$ and $\ell_1$ norm of the estimators as well as mean bias and empirical risk. We obtained the results using 100 Monte Carlo repetitions for each design.

<table>
<thead>
<tr>
<th>Design</th>
<th>Mean $\ell_0$-norm</th>
<th>Mean $\ell_1$-norm</th>
<th>Bias</th>
<th>Empirical risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>A ($\sigma = 1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Penalized QR</td>
<td>3.67</td>
<td>1.28</td>
<td>0.92</td>
<td>1.22</td>
</tr>
<tr>
<td>Post-penalized QR</td>
<td>3.67</td>
<td>2.90</td>
<td>0.27</td>
<td>0.57</td>
</tr>
<tr>
<td>Oracle QR</td>
<td>6.00</td>
<td>3.31</td>
<td>0.03</td>
<td>0.33</td>
</tr>
<tr>
<td>B ($\sigma = 0.1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Penalized QR</td>
<td>6.09</td>
<td>2.98</td>
<td>0.13</td>
<td>0.19</td>
</tr>
<tr>
<td>Post-penalized QR</td>
<td>6.09</td>
<td>3.28</td>
<td>0.00</td>
<td>0.04</td>
</tr>
<tr>
<td>Oracle QR</td>
<td>6.00</td>
<td>3.28</td>
<td>0.00</td>
<td>0.03</td>
</tr>
</tbody>
</table>

We summarize results on estimation performance in Table 1, which records for each estimator $\hat{\beta}$ the norm of the bias $\|E[\hat{\beta}] - \beta_0\|$ and also the empirical risk $E[\chi_i'(\hat{\beta} - \beta_0)]^2]^{1/2}$ for recovering the regression function. Penalized quantile regression has a substantial bias, as we would expect from the definition of the estimator which penalizes large deviations of coefficients from zero. We see that the post-penalized quantile regression drastically improves upon the penalized quantile regression, particularly in terms of reducing the bias, which results in a much lower overall empirical risk. Notably, despite that under the higher noise level the penalized estimator never recovers the true model correctly the post-penalized estimator still performs well. This is because the penalized estimator always manages to select the most important regressors. We also see that the empirical risk of the post-penalized estimator is within a factor of $\sqrt{\log p}$ of the empirical risk of the oracle estimator, as we would expect from our theoretical results. Under the lower noise level, the post-penalized estimator performs almost identically to the ideal oracle estimator. We would expect this since in this case the penalized estimator selects the model especially well, making the post-penalized estimator nearly the oracle. In summary, we find the estimation performance of the penalized and post-penalized estimators to be in close agreement with our theoretical results.
APPENDIX A: PROOF OF THEOREM 1

Proof of Theorem 1. We note \( \Lambda \leq W_{U} \max_{1 \leq j \leq p} \sup_{u \in U} n_{E_{n}}[(u - 1|u_{i} \leq u)| x_{ij}/\sigma_{j}] \). For any \( u \in U, j \in \{1, \ldots, p\} \), we have by Lemma 1.5 in [24] that \( P(|G_{n}[(u - 1|u_{i} \leq u)| x_{ij}/\sigma_{j}]| \geq \tilde{K}) \leq 2 \exp(-\tilde{K}^{2}/2) \). Hence, by the symmetrization lemma for probabilities, Lemma 2.3.7 in [33], with \( \tilde{K} \geq 2\sqrt{\log 2} \) we have

\[
P(\Lambda > \tilde{K}\sqrt{n}|X)
\leq 4P \left( \sup_{u \in U} \max_{1 \leq j \leq p} |G_{n}^{o}[(u - 1|u_{i} \leq u)| x_{ij}/\sigma_{j}]| > \tilde{K}/(4W_{U})|X \right)
\leq 4p \sup_{u \in U} P \left( \sup_{1 \leq j \leq p} |G_{n}^{o}[(u - 1|u_{i} \leq u)| x_{ij}/\sigma_{j}]| > \tilde{K}/(4W_{U})|X \right),
\]

where \( G_{n}^{o} \) denotes the symmetrized empirical process (see [33]) generated by the Rademacher variables \( \epsilon_{i}, i = 1, \ldots, n \), which are independent of \( U = (u_{1}, \ldots, u_{n}) \) and \( X = (x_{1}, \ldots, x_{n}) \). Let us condition on \( U \) and \( X \), and define \( F_{j} = \{\epsilon_{i}x_{ij}(u - 1|u_{i} \leq u)/\sigma_{j}: u \in U\} \) for \( j = 1, \ldots, p \). The VC dimension of \( F_{j} \) is at most 6. Therefore, by Theorem 2.6.7 of [33] for some universal constant \( C'_{1} \geq 1 \) the function class \( F_{j} \) with envelope function \( F_{j} \) obeys

\[
N(\epsilon\|F_{j}\|_{P_{n},2}, F_{j}, L_{2}(P_{n})) \leq n(\epsilon, F_{j}) = C'_{1} \cdot 6 \cdot (16\epsilon)^{6}(1/\epsilon)^{10},
\]

where \( N(\epsilon, F, L_{2}(P_{n})) \) denotes the minimal number of balls of radius \( \epsilon \) with respect to the \( L_{2}(P_{n}) \) norm \( \|\cdot\|_{P_{n},2} \) needed to cover the class of functions \( F \); see [33].

Conditional on the data \( U = (u_{1}, \ldots, u_{n}) \) and \( X = (x_{1}, \ldots, x_{n}) \), the symmetrized empirical process \( \{G_{n}^{o}(f), f \in F_{j}\} \) is sub-Gaussian with respect to the \( L_{2}(P_{n}) \) norm by the Hoeffding inequality; see, for example, [33]. Since \( \|F_{j}\|_{P_{n},2} \leq 1 \) and \( \rho(F_{j}, P_{n}) = \sup_{f \in F_{j}} \|f\|_{P_{n},2}/\|F\|_{P_{n},2} \leq 1 \), we have

\[
\|F_{j}\|_{P_{n},2} \int_{0}^{\rho(F_{j}, P_{n})/4} \sqrt{\log n(\epsilon, F_{j})} \, d\epsilon
\leq \tilde{c} := (1/4)\sqrt{\log(6C'_{1}(16\epsilon)^{6})} + (1/4)\sqrt{10\log 4}.
\]

By Lemma 16 with \( D = 1 \), there is a universal constant \( c \) such that for any \( K \geq 1 \):

\[
P \left( \sup_{f \in F_{j}} |G_{n}^{o}(f)| > Kc\tilde{c}|X, U \right)
\leq \int_{0}^{1/2} \epsilon^{-1}n(\epsilon, F_{j})^{-(K^{2}-1)} \, d\epsilon
\leq (1/2)(6C'_{1}(16\epsilon)^{6})^{-(K^{2}-1)}(1/2)^{10(K^{2}-1)}10(K^{2}-1).
\]
By (A.1) and (A.2) for any $k \geq 1$, we have

$$P(\Lambda \geq k \cdot (4\sqrt{2}c\hat{e})W(\sqrt{n \log p}|X))$$

$$\leq 4p \max_{1 \leq j \leq p} E_U P\left( \sup_{f \in \mathcal{F}} |\mathbb{G}_n^j(f)| > k\sqrt{2\log p}c\hat{e}|X, U \right)$$

$$\leq p^{-6k^2+1} \leq p^{-k^2+1}$$

since $(2k^2 \log p - 1) \geq (\log 2 - 0.5)k^2 \log p$ for $p \geq 2$. Thus, result (i) holds with $C_\Lambda := 4\sqrt{2}c\hat{e}$. Result (ii) follows immediately by choosing $k = \sqrt{1 + \log(1/\alpha)/\log p}$ to make the right-hand side of the display above equal to $\alpha$. □

APPENDIX B: PROOFS OF LEMMAS 3–5 (USED IN THEOREM 2)

PROOF OF LEMMA 3 (Restricted set). 1. By condition D.3, with probability $1 - \gamma$, for every $j = 1, \ldots, p$ we have $1/2 \leq \hat{\sigma}_j \leq 3/2$, which implies (3.1).

2. Denote the true rankscores by $a_i^* (u) = u - 1 \{ y_i \leq x_i^T \beta(u) \}$ for $i = 1, \ldots, n$. Next, recall that $\widehat{Q}_u (\cdot)$ is a convex function and $\mathbb{E}_n [x_i a_i^* (u)] \in \partial \widehat{Q}_u (\beta(u))$. Therefore, we have

$$\widehat{Q}_u (\hat{\beta}(u)) \geq \widehat{Q}_u (\beta(u)) + \mathbb{E}_n [x_i a_i^* (u)]' (\hat{\beta}(u) - \beta(u)).$$

Let $\hat{D} = \text{diag}[\hat{\sigma}_1, \ldots, \hat{\sigma}_p]$ and note that $\lambda \sqrt{u(1-u)}(c_0 - 3)/(c_0 + 3) \geq n \| \hat{D}^{-1} \times \mathbb{E}_n [x_i a_i^* (u)] \|_{\infty}$ with probability at least $1 - \alpha$. By optimality of $\hat{\beta}(u)$ for the $\ell_1$-penalized problem, we have

$$0 \leq \widehat{Q}_u (\beta(u)) - \widehat{Q}_u (\hat{\beta}(u))$$

$$+ \frac{\lambda \sqrt{u(1-u)}}{n} \| \beta(u) \|_{1,n} - \frac{\lambda \sqrt{u(1-u)}}{n} \| \hat{\beta}(u) \|_{1,n}$$

$$\leq \| \mathbb{E}_n [x_i a_i^* (u)]' (\hat{\beta}(u) - \beta(u)) \|$$

$$+ \frac{\lambda \sqrt{u(1-u)}}{n} \| \beta(u) \|_{1,n} - \| \hat{\beta}(u) \|_{1,n}$$

$$= \| \hat{D}^{-1} \mathbb{E}_n [x_i a_i^* (u)] \|_{\infty} \| \hat{D} (\hat{\beta}(u) - \beta(u)) \|_1$$

$$+ \frac{\lambda \sqrt{u(1-u)}}{n} \| \beta(u) \|_{1,n} - \| \hat{\beta}(u) \|_{1,n}$$

$$\leq \frac{\lambda \sqrt{u(1-u)}}{n} \sum_{j=1}^p \left( \frac{c_0 - 3}{c_0 + 3} \hat{\sigma}_j |\hat{\beta}_j(u) - \beta_j(u)| + \hat{\sigma}_j |\hat{\beta}_j(u)| - \hat{\sigma}_j |\hat{\beta}_j(u)| \right).$$
with probability at least $1 - \alpha$. After canceling $\lambda \sqrt{u(1 - u)/n}$, we obtain

$$
\left(1 - \frac{c_0 - 3}{c_0 + 3}\right)\|\hat{\beta}(u) - \beta(u)\|_{1,n} \leq \sum_{j=1}^p \sigma_j \left(|\hat{\beta}_j(u) - \beta_j(u)| + |\beta_j(u)| - |\hat{\beta}_j(u)|\right).
$$

Equations (B.1) and (B.2) establish that $\|\hat{\beta}_{T_u} (u)\|_{1,n} / \sqrt{s}$ with probability at least $1 - \alpha$. In turn, by part 1 of this lemma, $\|\hat{\beta}_{T_u} (u)\|_{1,n} / \sqrt{s} = \frac{\sum_{j=1}^p \sigma_j}{\sqrt{s}} \leq \frac{1}{c_0}\frac{\sum_{j=1}^p |\hat{\beta}_j(u) - \beta_j(u)| + |\beta_j(u)| - |\hat{\beta}_j(u)|}{\sqrt{s}}$, which holds with probability at least $1 - \alpha - \gamma$. Finally, by Lemma 9, $\|\hat{\beta}(u)\|_0 \leq n$ with probability 1 uniformly in $u \in U$. □

**Proof of Lemma 4 (Identification in population).**

1. **Proofs of Claims (3.3)–(3.5).** By (RE$(c_0, m)$) and by $\delta \in A_u$

$$
\|J_u^{1/2}\delta\| \geq \|(E[x_i x'_i])^{1/2}\delta\| \geq \|\delta_{T_u}\| \geq \frac{f^{1/2} \kappa_0}{\sqrt{s}} \|\delta_T\|_1
$$

$$
\geq \frac{f^{1/2} \kappa_0}{\sqrt{s}(1 + c_0)} \|\delta\|_1.
$$

2. **Proof of Claim (3.6).** Proceeding similarly to [7], we note that the $k$th largest in absolute value component of $\delta_{T_u}$ is less than $\|\delta_{T_u}\|_1 / k$. Therefore, by $\delta \in A_u$ and $|T_u| \leq s$

$$
\left\|\sum_{k \geq m+1} \|\delta_{T_u}\|_1^2 / k^2 \right\| \leq \sum_{k \geq m+1} \frac{\|\delta_{T_u}\|_1^2}{k^2} \leq \frac{c_0^2 \|\delta_{T_u}\|_1^2}{m} \leq \frac{c_0^2 \|\delta_{T_u}\|_1^2}{m} \frac{s}{m},
$$

so that $\|\delta\| \leq (1 + c_0 \sqrt{s/m}) \|\delta_{T_u}\|_1 / \sqrt{s}$; and the last term is bounded by (RE$(c_0, m)$),

$$
(1 + c_0 \sqrt{s/m}) \|(E[x_i x'_i])^{1/2}\delta\| / \kappa_m \leq (1 + c_0 \sqrt{s/m}) \|J_u^{1/2}\delta\| / [f^{1/2} \kappa_m].
$$
3. PROOF OF CLAIM (3.7) proceeds in two steps. Step 1 (Minoration). Define the maximal radius over which the criterion function can be minorated by a quadratic function
\[
r_{Au} = \sup_r \left\{ r : Q_u(\beta(u) + \delta) - Q_u(\beta(u)) \geq \frac{1}{4} \| J_{1/2}^{1/2} \delta \|_2^2 \right\}
\]
for all \( \delta \in A_u, \| J_{1/2}^{1/2} \delta \| \leq r \).

Step 2 below shows that \( r_{Au} \geq 4q \). By construction of \( r_{Au} \) and the convexity of \( Q_u \),
\[
Q_u(\beta(u) + \delta) - Q_u(\beta(u)) 
\geq \frac{\| J_{1/2}^{1/2} \delta \|_2^2}{4} \wedge \left\{ \frac{\| J_{1/2}^{1/2} \delta \|}{r_{Au}} \cdot \inf_{\delta \in A_u, \| J_{1/2}^{1/2} \delta \| \geq r_{Au}} Q_u(\beta(u) + \delta) - Q_u(\beta(u)) \right\} 
\geq \frac{\| J_{1/2}^{1/2} \delta \|_2^2}{4} \wedge \left\{ \frac{\| J_{1/2}^{1/2} \delta \|}{r_{Au}} \cdot \inf_{\delta \in A_u, \| J_{1/2}^{1/2} \delta \| \geq r_{Au}} Q_u(\beta(u) + \delta) - Q_u(\beta(u)) \right\} 
\geq \frac{\| J_{1/2}^{1/2} \delta \|_2^2}{4} \wedge \left\{ q \| J_{1/2}^{1/2} \delta \| \right\} \quad \text{for any } \delta \in A_u.
\]

Step 2. \((r_{Au} \geq 4q)\). Let \( F_{y|x} \) denote the conditional distribution of \( y \) given \( x \). From [17], for any two scalars \( w \) and \( v \) we have that
\[
\rho_u(w - v) - \rho_u(w) = -v(u - 1\{w \leq 0\}) 
+ \int_0^v (1\{w \leq z\} - 1\{w \leq 0\}) \, dz.
\]
Using (B.3) with \( w = y - x'\beta(u) \) and \( v = x'\delta \), we conclude \( E[-v(u - 1\{w \leq 0\})] = 0 \). Using the law of iterated expectations and mean value expansion, we obtain for \( \bar{z}_{x,z} \in [0, z] \)
\[
Q_u(\beta(u) + \delta) - Q_u(\beta(u)) 
= \mathbb{E} \left[ \int_0^{x'\delta} F_{y|x}(x'\beta(u) + z) - F_{y|x}(x'\beta(u)) \, dz \right] 
= \mathbb{E} \left[ \int_0^{x'\delta} z f_{y|x}(x'\beta(u)) + \frac{z^2}{2} f'_{y|x}(x'\beta(u) + \bar{z}_{x,z}) \, dz \right] 
\geq \frac{1}{2} \| J_{1/2}^{1/2} \delta \|_2^2 - \frac{1}{6} \bar{f} \mathbb{E}[|x'\delta|^3] 
\geq \frac{1}{4} \| J_{1/2}^{1/2} \delta \|_2^2 + \frac{1}{4} \mathbb{E}[|x'\delta|^2] - \frac{1}{6} \bar{f} \mathbb{E}[|x'\delta|^3].
\]
Note that for $\delta \in A_u$, if $\|J_u^{1/2}\delta\| \leq 4q \leq (3/2) \cdot (f^{3/2}/\overline{f}^r) \cdot \inf_{\delta \neq 0} E[|x^r\delta|^2]^{3/2}/E[|x^r\delta|^3]$, it follows that $(1/6) \overline{f}\ E[|x^r\delta|^3] \leq (1/4) \overline{f}\ E[|x^r\delta|^2]$. This and (B.4) imply $r_{A_u} \geq 4q$. \hfill $\square$

**Proof of Lemma 5 (Control of empirical error).** We divide the proof in four steps.

**Step 1 (Main argument).** Let 

$$A(t) := \epsilon(t) \sqrt{n} = \sup_{u \in U, \|J_u^{1/2}\delta\| \leq t, \delta \in A_u} |G_n[\rho_u(y_i - x_i^r(\beta(u) + \delta)) - \rho_u(y_i - x_i^r\beta(u))]|.$$ 

Let $\Omega_1$ be the event in which $\max_{1 \leq j \leq p} |\hat{\sigma}_j - 1| \leq 1/2$, where $P(\Omega_1) \geq 1 - \gamma$.

In order to apply the symmetrization lemma, Lemma 2.3.7 in [33], to bound the tail probability of $A(t)$ first note that for any fixed $\delta \in A_u, u \in U$ we have 

$$\text{var}(G_n[\rho_u(y_i - x_i^r(\beta(u) + \delta)) - \rho_u(y_i - x_i^r\beta(u))]) \leq E[(x_i^r\delta)^2] \leq t^2/f.$$ 

Then application of the symmetrization lemma for probabilities, Lemma 2.3.7 in [33], yields 

$$P(A(t) \geq M) \leq \frac{2P(A^0(t) \geq M/4)}{1 - t^2/(fM^2)} \leq \frac{2P(A^0(t) \geq M/4|\Omega_1) + 2P(\Omega_1^c)}{1 - t^2/(fM^2)},$$ 

where $A^0(t)$ is the symmetrized version of $A(t)$, constructed by replacing the empirical process $G_n$ with its symmetrized version $G_n^0$, and $P(\Omega_1^c) \leq \gamma$. We set $M > M_1 := t(3/f^r)^{1/2}$, which makes the denominator on right-hand side of (B.5) greater than $2/3$. Further, Step 3 below shows that $P(A^0(t) \geq M/4|\Omega_1) \leq p^{-A^2}$ for 

$$M/4 \geq M_2 := t \cdot A \cdot 18\sqrt{2} \cdot \Gamma \cdot \sqrt{2 \log p + \log(2 + 4\sqrt{2}L_{f^{1/2}\kappa_0}/t)},$$ 

$$\Gamma = \sqrt{s}(1 + c_0)/[f^{1/2}\kappa_0].$$ 

We conclude that with probability at least $1 - 3\gamma - 3p^{-A^2}$, $A(t) \leq M_1 \lor (4M_2)$.

Therefore, there is a universal constant $C_E$ such that with probability at least $1 - 3\gamma - 3p^{-A^2}$,

$$A(t) \leq t \cdot C_E \cdot \frac{(1 + c_0)A}{f^{1/2}\kappa_0} \sqrt{s \log(p \lor [L_{f^{1/2}\kappa_0}/t])}$$

and the result follows.
Step 2 [Bound on \( P(A^o(t) \geq K|\Omega_1) \)]. We begin by noting that Lemmas 3 and 4 imply that \( \|\delta\|_{1,n} \leq \frac{3}{2} \sqrt{s} (1 + c_0) \|J_u^{1/2} \delta\|/[f^{1/2} \kappa_0] \) so that for all \( u \in \mathcal{U} \)

\[
\{ \delta \in A_u : \|J_u^{1/2} \delta\| \leq t \} \subseteq \{ \delta \in \mathbb{R}^p : \|\delta\|_{1,n} \leq 2 \Gamma \},
\]

(B.6)

\( \Gamma := \sqrt{s} (1 + c_0)/[f^{1/2} \kappa_0]. \)

Further, we let \( \mathcal{U}_k = \{ \hat{u}_1, \ldots, \hat{u}_k \} \) be an \( \varepsilon \)-net of quantile indices in \( \mathcal{U} \) with

(B.7)

\( \varepsilon \leq t \Gamma / (2 \sqrt{2} s L) \) and \( k \leq 1/\varepsilon. \)

By \( \rho_u(y_i - x_i'(\beta(u) + \delta)) - \rho_u((y_i - x_i'(\beta(u))) = ux_i' \delta + w_i(x_i' \delta, u) \), for \( w_i(b, u) := (y_i - x_i'(\beta(u) - b)_+ - (y_i - x_i'(\beta(u)))_+ \), and by (B.6) we have that \( A^o(t) \leq B^o(t) + C^o(t) \), where

\[
B^o(t) := \sup_{u \in \mathcal{U}, \|\delta\|_{1,n} \leq 2 \Gamma} |G_n^o[x_i' \delta]| \text{ and } C^o(t) := \sup_{u \in \mathcal{U}, \|\delta\|_{1,n} \leq 2 \Gamma} |G_n^o[w_i(\delta, u)]|.
\]

Then we compute the bounds

\[
P[B^o(t) > K|\Omega_1] \leq \min_{\lambda \geq 0} e^{-\lambda K} \mathbb{E}[e^{\lambda B^o(t)}|\Omega_1] \quad \text{by Markov}
\]

\[
\leq \min_{\lambda \geq 0} e^{-\lambda K} 2 p \exp((2\lambda t \Gamma)^2)/2 \quad \text{by Step 3}
\]

\[
\leq 2 p \exp(-K^2/(2\sqrt{2} t \Gamma)^2) \quad \text{by setting } \lambda = K/(2t \Gamma)^2
\]

\[
P[C^o(t) > K|\Omega_1] \leq \min_{\lambda \geq 0} e^{-\lambda K} \mathbb{E}[e^{\lambda C^o(t)}|\Omega_1, X] \quad \text{by Markov}
\]

\[
\leq \min_{\lambda \geq 0} \exp(-\lambda K) 2(p/\varepsilon) \exp((16\lambda t \Gamma)^2)/2 \quad \text{by Step 4}
\]

\[
\leq \varepsilon^{-1} 2 p \exp(-K^2/(16\sqrt{2} t \Gamma)^2) \quad \text{by setting } \lambda = K/(16t \Gamma)^2,
\]

so that

\[
P[A^o(t) > 2\sqrt{2} K + 16\sqrt{2} K|\Omega_1] \leq P[B^o(t) > 2\sqrt{2} K|\Omega_1] + P[C^o(t) > 16\sqrt{2} K|\Omega_1]
\]

\[
\leq 2 p(1 + \varepsilon^{-1}) \exp(-K^2/(t \Gamma)^2).
\]

Setting \( K = A \cdot t \cdot \Gamma \cdot \sqrt{\log(2p^2(1 + \varepsilon^{-1}))} \), for \( A \geq 1 \), we get \( P[A^o(t) \geq 18\sqrt{2} \times K|\Omega_1] \leq p^{-A^2}. \)
Step 3 (Bound on $\mathbb{E}[e^{\lambda B^o(t)}|\Omega_1]$). We bound
\[
\mathbb{E}[e^{\lambda B^o(t)}|\Omega_1] \leq \mathbb{E}\left[\exp\left(2\lambda t \Gamma \max_{j \leq p} |G^o_n(x_{ij})/\sigma_j|\right)|\Omega_1\right] \\
\leq 2p \max_{j \leq p} \mathbb{E}\left[\exp(2\lambda t \Gamma G^o_n(x_{ij})/\sigma_j)|\Omega_1\right] \\
\leq 2p \exp((2\lambda t \Gamma)^2/2),
\]
where the first inequality follows from $|G^o_n(x_{ij})/\sigma_j| \leq 2\|\sigma\|_1, n \max_{1 \leq j \leq p} |G^o_n(x_{ij})/\sigma_j|$ holding under event $\Omega_1$, the penultimate inequality follows from the simple bound
\[
\mathbb{E}\left[\max_{j \leq p} e^{z_j}\right] \leq p \max_{j \leq p} \mathbb{E}[e^{z_j}] \leq p \max_{j \leq p} \mathbb{E}[e^{\varepsilon_j} + e^{-z_j}] \leq 2p \max_{j \leq p} \mathbb{E}[e^{\varepsilon_j}]
\]
helding for symmetric random variables $z_j$, and the last inequality follows from the law of iterated expectations and from $\mathbb{E}[\exp(2\lambda t \Gamma G^o_n(x_{ij})/\sigma_j)|\Omega_1, X] \leq \exp((2\lambda t \Gamma)^2/2)$ holding by the Hoeffding inequality (more precisely, by the intermediate step in the proof of the Hoeffding inequality; see, e.g., page 100 in [33]). Here, $\mathbb{E}\cdot|\Omega_1, X|$ denotes the expectation over the symmetrizing Rademacher variables entering the definition of the symmetrized process $G^o_n$.

Step 4 (Bound on $\mathbb{E}[e^{\lambda D^o(t)}|\Omega_1]$). We bound
\[
D^o(t) \leq \sup_{u \in \mathcal{U}, |u-\hat{u}| \leq \varepsilon} \sup_{\hat{u} \in \mathcal{U}} |\mathcal{G}^o_n[w_i(x'_i(\hat{u}), \hat{u})]| \\
+ \sup_{u \in \mathcal{U}, |u-\hat{u}| \leq \varepsilon} |\mathcal{G}^o_n[w_i(x'_i(\beta(u) - \beta(\hat{u})), \hat{u})]| \\
\leq 2 \sup_{\hat{u} \in \mathcal{U}, \|\delta\|_{1,n} \leq 4t \Gamma} |\mathcal{G}^o_n[w_i(x'_i, \hat{u})]| =: D^o(t),
\]
where the first inequality is elementary, and the second inequality follows from the inequality
\[
\sup_{|u-\hat{u}| \leq \varepsilon} \|\beta(u) - \beta(\hat{u})\|_{1,n} \leq \sqrt{2sL} \left(2 \max_{1 \leq j \leq p} \sigma_j\right) \varepsilon \leq \sqrt{2sL}(2 \cdot 3/2)\varepsilon \leq 2t \Gamma,
\]
helding by our choice (B.7) of $\varepsilon$ and by event $\Omega_1$.

Next, we bound $\mathbb{E}[e^{\lambda D^o(t)}|\Omega_1]$
\[
\mathbb{E}[e^{\lambda D^o(t)}|\Omega_1] \leq (1/\varepsilon) \max_{\hat{u} \in \mathcal{U}} \mathbb{E}\left[\exp\left(4\lambda \sup_{\|\delta\|_{1,n} \leq 4t \Gamma} |\mathcal{G}^o_n[x'_i \hat{u}]|\right)|\Omega_1\right] \\
\leq (1/\varepsilon) \max_{\hat{u} \in \mathcal{U}} \mathbb{E}\left[\exp\left(4\lambda \sup_{\|\delta\|_{1,n} \leq 4t \Gamma} \mathbb{E}[\exp(16\lambda t \Gamma G^o_n(x_{ij})/\sigma_j)|\Omega_1]\right)\right] \\
\leq 2(p/\varepsilon) \max_{j \leq p} \mathbb{E}[\exp((16\lambda t \Gamma)^2/2),
\]
holding by the Hoeffding inequality (more precisely, by the intermediate step in the proof of the Hoeffding inequality; see, e.g., page 100 in [33]). Here, $\mathbb{E}\cdot|\Omega_1, X|$ denotes the expectation over the symmetrizing Rademacher variables entering the definition of the symmetrized process $G^o_n$. 
where the first inequality follows from the definition of \( w_i \) and by \( k \leq 1/\varepsilon \), the second inequality follows from the exponential moment inequality for contractions (Theorem 4.12 of Ledoux and Talagrand [24]) and from the contractive property \( |w_i(a, \hat{u}) - w_i(b, \hat{u})| \leq |a - b| \), and the last two inequalities follow exactly as in Step 3. \( \square \)

**APPENDIX C: PROOFS OF LEMMAS 6, 7 (USED IN THEOREM 3)**

In order to characterize the sparsity properties of \( \hat{\beta}(u) \), we will exploit the fact that (2.4) can be written as the following linear programming problem:

\[
\min_{\xi^+, \xi^-, \beta^+, \beta^- \in \mathbb{R}_+^{2n+2p}} \mathbb{E}_n[u\xi_i^+ + (1-u)\xi_i^-]
+ \frac{\lambda \sqrt{u(1-u)}}{n} \sum_{j=1}^p \hat{\sigma}_j (\beta_j^+ + \beta_j^-)
\]

subject to:

\[
\xi_i^+ - \xi_i^- = y_i - x_i'(\beta^+ - \beta^-), \quad i = 1, \ldots, n.
\]

Our theoretical analysis of the sparsity of \( \hat{\beta}(u) \) relies on the dual of (C.1):

\[
\max_{a \in \mathbb{R}^n} \mathbb{E}_n[y_i a_i] \mathbb{E}_n[x_i j a_i] \leq \lambda \sqrt{u(1-u)} \hat{\sigma}_j / n, \quad j = 1, \ldots, p,
\]

subject to:

\[
(u - 1) \leq a_i \leq u, \quad i = 1, \ldots, n.
\]

The dual program maximizes the correlation between the response variable and the rank scores subject to the condition requiring the rank scores to be approximately uncorrelated with the regressors. The optimal solution \( \hat{a}(u) \) to (C.2) plays a key role in determining the sparsity of \( \hat{\beta}(u) \).

**LEMMA 9 (Signs and interpolation property).** (1) For any \( j \in \{1, \ldots, p\} \)

\[
\hat{\beta}_j(u) > 0 \iff \mathbb{E}_n[x_i j \hat{a}_i(u)] = \lambda \sqrt{u(1-u)} \hat{\sigma}_j / n,
\]

(2) \( \|\hat{\beta}(u)\|_0 \leq n \wedge p \) uniformly over \( u \in U \). (3) If \( y_1, \ldots, y_n \) are absolutely continuous conditional on \( x_1, \ldots, x_n \), then the number of interpolated data points, \( I_u = |\{i : y_i = x_i'(\hat{\beta}(u))\}| \), is equal to \( \|\hat{\beta}(u)\|_0 \) with probability one uniformly over \( u \in U \).

**PROOF OF LEMMA 9.** Step 1. Part (1) follows from the complementary slackness condition for linear programming problems; see Theorem 4.5 of [6]. Step 2. For proof of part (2), see [2]. \( \square \)

**PROOF OF LEMMA 6 (Empirical pre-sparsity).** That \( \hat{s} \leq n \wedge p \) follows from Lemma 9. We proceed to show the last bound.
Let \( \hat{a}(u) \) be the solution of the dual problem (C.2), \( \hat{T}_u = \text{support}(\hat{\beta}(u)) \), and \( \hat{s}_u = \|\hat{\beta}(u)\|_0 = |\hat{T}_u| \). For any \( j \in \hat{T}_u \), from (C.3) we have \( (X^\prime \hat{a}(u))_j = \text{sign}(\hat{\beta}_j(u))\hat{\sigma}_j\sqrt{u(1-u)} \) and, for \( j \notin \hat{T}_u \) we have \( \text{sign}(\hat{\beta}_j(u)) = 0 \). Therefore, by the Cauchy–Schwarz inequality and by D.3, with probability \( 1 - \gamma \) we have

\[
\hat{s}_u \lambda = \text{sign}(\hat{\beta}(u))'\text{sign}(\hat{\beta}(u))\lambda \leq \text{sign}(\hat{\beta}(u))'(X^\prime \hat{a}(u))/\min_{j=1,\ldots,p} \hat{\sigma}_j\sqrt{u(1-u)}
\]

\[
\leq 2\|X\text{sign}(\hat{\beta}(u))\|\|\hat{a}(u)\|/\sqrt{u(1-u)}
\]

\[
\leq 2\sqrt{n\phi(\hat{s}_u)}\|\text{sign}(\hat{\beta}(u))\|\|\hat{a}(u)\|/\sqrt{u(1-u)},
\]

where we used that \( \|\text{sign}(\hat{\beta}(u))\|_0 = \hat{s}_u \) and \( \min_{1 \leq j \leq p} \hat{\sigma}_j \geq 1/2 \) with probability \( 1 - \gamma \). Since \( \|\hat{a}(u)\| \leq \sqrt{n} \), and \( \|\text{sign}(\hat{\beta}(u))\| = \sqrt{\hat{s}_u} \) we have \( \hat{s}_u \lambda \leq 2n\sqrt{\hat{s}_u\phi(\hat{s}_u)}W_{\ell} \). Taking the supremum over \( u \in \mathcal{U} \) on both sides yields the first result.

To establish the second result, note that \( \hat{s} \leq \tilde{m} = \max\{|m:m \leq n \wedge p \wedge 4n^2\phi(m)W_{\ell}^2/\lambda^2|\} \). Suppose that \( \tilde{m} > m_0 = n/\log(n \vee p) \), so that \( \tilde{m} = m_0 \ell \) for some \( \ell > 1 \), since \( \tilde{m} \leq n \) is finite. By definition, \( \tilde{m} \) satisfies \( \tilde{m} \leq 4n^2\phi(\tilde{m})W_{\ell}^2/\lambda^2 \). Insert the lower bound on \( \lambda \), \( m_0 \) and \( \tilde{m} = m_0 \ell \) in this inequality, and using Lemma 13 we obtain

\[
\tilde{m} = m_0 \ell \leq \frac{4n^2W_{\ell}}{8W_{\ell}^2n\log(n \vee p)} \phi(m_0\ell) \leq \frac{n}{2\log(n \vee p)} \ell \leq \frac{n}{\log(n \vee p)} \ell = m_0 \ell,
\]

which is a contradiction. \( \square \)

**Proof of Lemma 7 (Empirical sparsity).** It is convenient to define:

1. the true rank scores, \( a^*_i(u) = u - 1\{y_i \leq x_i^\prime \beta(u)\} \) for \( i = 1, \ldots, n \);
2. the estimated rank scores, \( a_i(u) = u - 1\{y_i \leq x_i^\prime \beta(u)\} \) for \( i = 1, \ldots, n \);
3. the dual optimal rank scores, \( \hat{a}(u) \), that solve the dual program (C.2).

Let \( \tilde{T}_u \) denote the support of \( \hat{\beta}(u) \), and \( \tilde{s}_u = \|\hat{\beta}(u)\|_0 \). Let \( \tilde{x}_i\tilde{T}_u = (x_{ij}/\hat{\sigma}_j, j \in \tilde{T}_u)' \), and \( \tilde{\beta}_{\tilde{T}_u}(u) = (\tilde{\beta}_j(u), j \in \tilde{T}_u)' \). From the complementary slackness characterizations (C.3),

\[
(C.4) \quad \sqrt{\tilde{s}_u} = \|\text{sign}(\tilde{\beta}_{\tilde{T}_u}(u))\| = \left\| \frac{n\mathbb{E}_n[\tilde{x}_i\tilde{T}_u \hat{a}_i(u)]}{\lambda\sqrt{u(1-u)}} \right\|.
\]

Therefore, we can bound the number \( \tilde{s}_u \) of nonzero components of \( \hat{\beta}(u) \) provided we can bound the empirical expectation in (C.4). This is achieved in the next step by combining the maximal inequalities and assumptions on the design matrix.

Using the triangle inequality in (C.4), write

\[
\lambda\sqrt{\tilde{s}_u} \leq \sup_{u \in \mathcal{U}} \left\{ \|n\mathbb{E}_n[\tilde{x}_i\tilde{T}_u \hat{a}_i(u) - a_i(u)]\| \right. \\
\left. + \|n\mathbb{E}_n[\tilde{x}_i\tilde{T}_u (a_i(u) - a^*_i(u))]\|
\right. \\
\left. + \|n\mathbb{E}_n[\tilde{x}_i\tilde{T}_u a^*_i(u)]\|(\sqrt{u(1-u)})^{-1} \right\}.
\]
This leads to the inequality
\[ \lambda \sqrt{\hat{s}} \leq \frac{W_{\mathcal{U}}}{\min_{j=1,\ldots,p} \hat{\sigma}_j} \left( \sup_{u \in \mathcal{U}} \left\| n E_n \left[ x_i \hat{\tau}_u (\hat{a}_i (u) - a_i (u)) \right] \right\| + \sup_{u \in \mathcal{U}} \left\| n E_n \left[ x_i \hat{\tau}_u (a_i (u) - a_i^*(u)) \right] \right\| + \sup_{u \in \mathcal{U}} \left\| n E_n \left[ \tilde{x}_i \hat{\tau}_u (a_i^*(u)) / \sqrt{u(1-u)} \right] \right\| \right). \]

Then we bound each of the three components in this display.

(a) To bound the first term, we observe that \( \hat{a}_i (u) \neq a_i (u) \) only if \( y_i = x_i' \hat{\beta} (u) \). By Lemma 9, the penalized quantile regression fit can interpolate at most \( \hat{s}_u \leq \hat{s} \) points with probability one uniformly over \( u \in \mathcal{U} \). This implies that \( E_n [ |\hat{a}_i (u) - a_i (u)|^2 ] \leq \hat{s}/n \). Therefore,
\[ \sup_{u \in \mathcal{U}} \left\| n E_n \left[ x_i \hat{\tau}_u (\hat{a}_i (u) - a_i (u)) \right] \right\| \leq n \sup_{\| \alpha \| \leq \hat{s}/n} \sup_{u \in \mathcal{U}} E_n [ |\alpha' x_i| |\hat{a}_i (u) - a_i (u)|] \leq n \sup_{\| \alpha \| \leq \hat{s}/n} \sqrt{E_n [ |\alpha' x_i|^2 ]} \sup_{u \in \mathcal{U}} \sqrt{E_n [ |\hat{a}_i (u) - a_i (u)|^2 ]} \leq \sqrt{n \phi (\hat{s}) \hat{s}}. \]

(b) To bound the second term, note that
\[ \sup_{u \in \mathcal{U}} \left\| n E_n \left[ x_i \hat{\tau}_u (a_i (u) - a_i^*(u)) \right] \right\| \leq \sup_{u \in \mathcal{U}} \left\{ \sqrt{n \epsilon_1 (r, \hat{s})} + \sqrt{n \epsilon_2 (r, \hat{s})} \right\}, \]
where for \( \psi_i (\beta, u) = (1 \{ y_i \leq x_i' \beta \} - u) x_i \),
\[ \epsilon_1 (r, m) := \sup_{u \in \mathcal{U}, \beta \in R_u (r, m), \alpha \in \mathcal{S} (\beta)} |G_n (x_i \hat{\tau}_u (a_i (u) - a_i^*(u)))|, \]
\[ \epsilon_2 (r, m) := \sup_{u \in \mathcal{U}, \beta \in R_u (r, m), \alpha \in \mathcal{S} (\beta)} \sqrt{n |E[\alpha' \psi_i (\beta, u)] - E[\alpha' \psi_i (\beta (u), u)]|} \]
and
\[ R_u (r, m) := \{ \beta \in \mathbb{R}^p : \beta - (\beta (u)) \in A_u : \| \beta \|_0 \leq m, \| J_u^{1/2} (\beta - \beta (u)) \| \leq r \}, \]
\[ \mathcal{S} (\beta) := \{ \alpha \in \mathbb{R}^p : \| \alpha \| \leq 1, \text{ support} (\alpha) \subseteq \text{ support} (\beta) \}. \]

By Lemma 12, there is a constant \( A^{1/2} \) such that
\[ \sqrt{n \epsilon_1 (r, \hat{s})} \leq A^{1/2} \sqrt{n \hat{s} \log (n \vee p) \phi (\hat{s})} \]
with probability $1 - \varepsilon/2$. By Lemma 10, we have $\sqrt{n}\varepsilon(r, s) \leq n(\mu(s)/2)(r \wedge 1)$.

(c) To bound the last term, by Theorem 1 there exists a constant $A_{\varepsilon/2}^0$ such that with probability $1 - \varepsilon/2$

$$\sup_{u \in \mathcal{U}} \left\| n \mathbb{E}[\bar{X}_i \bar{F}_a u^*(u)/\sqrt{u(1 - u)}] \right\| \leq \sqrt{s} A_{\varepsilon/2}^0 W_1 \sqrt{n \log p},$$

where we used that $a_i^*(u) = u - 1\{u_i \leq u\}$, $i = 1, \ldots, n$, for $u_1, \ldots, u_n$ i.i.d. uniform $(0, 1)$.

Combining bounds in (a)–(c), using that $\min_{j = 1, \ldots, p} \hat{s}_j \geq 1/2$ by condition D.3

with probability $1 - \gamma$, we have

$$\sqrt{s} W_1 \leq \mu(s) n (r \wedge 1) + \sqrt{s} K_{\varepsilon} \sqrt{n \log(n \vee p)} \phi(s) \lambda,$$

with probability at least $1 - \varepsilon - \gamma$, for $K_{\varepsilon} = 2(1 + A_{\varepsilon/2}^0 + A_{\varepsilon/2}^1)$.

Next we control the linearization error $\varepsilon_2$ defined in (C.5).

**Lemma 10 (Controlling linearization error $\varepsilon_2$).** Under D.1, D.2,

$$\varepsilon_2(r, m) \leq \sqrt{n} \sqrt{\varphi_{\max}(m)} \{1 \wedge (2[\bar{f}/f_1^{1/2}]r)\}$$

for all $r > 0$ and $m \leq n$.

**Proof.** By definition

$$\varepsilon_2(r, m) = \sup_{u \in \mathcal{U}, \beta \in R_u(r, m), \alpha \in \mathcal{S}(\beta)} \sqrt{n} |\mathbb{E}[(\alpha' x_i)(1\{y_i \leq x_i' \beta\} - 1\{y_i < x_i' \beta(u)\})]|.$$

By Cauchy–Schwarz, and using that $\varphi_{\max}(m) = \sup_{\|\alpha\| \leq 1, \|\alpha\|_0 \leq m} \mathbb{E}[|\alpha' x|^2],$

$$\varepsilon_2(r, m) \leq \sqrt{n} \sqrt{\varphi_{\max}(m)} \sup_{u \in \mathcal{U}, \beta \in R_u(r, m)} \sqrt{\mathbb{E}[(1\{y_i \leq x_i' \beta\} - 1\{y_i < x_i' \beta(u)\})^2]}.$$

Then, since for any $\beta \in R_u(r, m), u \in \mathcal{U},$

$$\mathbb{E}[(1\{y_i \leq x_i' \beta\} - 1\{y_i < x_i' \beta(u)\})^2]$$

$$\leq \mathbb{E}[1\{|y_i - x_i' \beta(u)\| \leq |x_i'(\beta - \beta(u))|\}]$$

$$\leq \mathbb{E}[(2\bar{f}|x_i'(\beta - \beta(u))|) \wedge 1] \leq \{2\bar{f} \mathbb{E}[|x_i'(\beta - \beta(u))|^2]\}^{1/2} \wedge 1$$

and $(\mathbb{E}[|x_i'(\beta - \beta(u))|^2])^{1/2} \leq \|J_u^{1/2}(\beta - \beta(u))\|/\bar{f}^{1/2}$ by Lemma 4, the result follows. □

Next, we proceed to control the empirical error $\varepsilon_1$ defined in (C.5). We shall need the following preliminary result on the uniform $L_2$ covering numbers [33] of a relevant function class.
**Lemma 11.** (1) Consider a fixed subset $T \subset \{1, 2, \ldots, p\}$, $|T| = m$. The class of functions

$$F_T = \{ \alpha' (\psi_i(\beta, u) - \psi_i(\beta(u), u)) : u \in U, \alpha \in S(\beta), \text{support}(\beta) \subseteq T \}$$

has a VC index bounded by $cm$ for some universal constant $c$.

(2) There are universal constants $C$ and $c$ such that for any $m \leq n$ the function class $F_m = \{ \alpha' (\psi_i(\beta, u) - \psi_i(\beta(u), u)) : u \in U, \beta \in \mathbb{R}^p, \|\beta\|_0 \leq m, \alpha \in S(\beta) \}$ has the uniform covering numbers bounded as

$$\sup_Q N(\epsilon \|F_m\|_{Q,2}, F_m, L_2(Q)) \leq C \left( \frac{16e}{\epsilon} \right)^{2(cm-1)} \left( \frac{ep}{m} \right)^m, \quad \epsilon > 0.$$

**Proof.** The proof involves standard combinatorial arguments and is relegated to [2]. □

**Lemma 12 (Controlling empirical error $\epsilon_1$).** Under D.1, D.2 there exists a universal constant $A$ such that with probability $1 - \delta$

$$\epsilon_1(r, m) \leq A \delta^{-1/2} \sqrt{m \log(n \lor p) \phi(m)} \quad \text{uniformly for all } r > 0 \text{ and } m \leq n.$$

**Proof.** By definition, $\epsilon_1(r, m) \leq \sup_{f \in F_m} |G_n(f)|$. From Lemma 11, the uniform covering number of $F_m$ is bounded by $C(16e/\epsilon)^{2(cm-1)}(ep/m)^m$. Using Lemma 19 with $N = n$ and $\theta_m = p$, we have that uniformly in $m \leq n$, with probability at least $1 - \delta$

$$\sup_{f \in F_m} |G_n(f)| \leq A \delta^{-1/2} \sqrt{m \log(n \lor p)} \times \max \left\{ \sup_{f \in F_m} \mathbb{E}[f^2]^{1/2}, \sup_{f \in F_m} \mathbb{E}_n[f^2]^{1/2} \right\};$$

By $|\alpha'(\psi_i(\beta, u) - \psi_i(\beta(u), u))| \leq |\alpha'x_i|$ and definition of $\phi(m)$

(C.8) $\mathbb{E}_n[f^2] \leq \mathbb{E}_n[|\alpha'x_i|^2] \leq \phi(m) \quad \text{and} \quad \mathbb{E}[f^2] \leq \mathbb{E}[|\alpha'x_i|^2] \leq \phi(m)$.

Combining (C.8) with (C.7), we obtain the result. □

(c) The next lemma provides a bound on maximum $k$-sparse eigenvalues, which we used in some of the derivations presented earlier.

**Lemma 13.** Let $M$ be a semi-definite positive matrix and $\phi_M(k) = \sup \{ \alpha' \times M\alpha : \alpha \in \mathbb{R}^p, \|\alpha\| = 1, \|\alpha\|_0 \leq k \}$. For any integers $k$ and $\ell k$ with $\ell \geq 1$, we have $\phi_M(\ell k) \leq \ell \phi_M(k)$.

**Proof.** See [2]. □
APPENDIX D: PROOF OF THEOREM 4

PROOF OF THEOREM 4. See [2]. □

APPENDIX E: PROOF OF LEMMA 8 (USED IN THEOREM 5)

PROOF OF LEMMA 8 (Sparse identifiability and control of empirical error). The proof of claim (3.17) of this lemma identically follows the proof of claim (3.7) of Lemma 4, given in Appendix B, after replacing $A_u$ with $\tilde{A}_u$. Next, we bound the empirical error

$$
\sup_{u \in U, \delta \in \tilde{A}_u(\tilde{m}), \delta \neq 0} \frac{|\epsilon_u(\delta)|}{\|\delta\|} \leq \sup_{u \in U, \delta \in \tilde{A}_u(\tilde{m}), \delta \neq 0} \frac{1}{\|\delta\| \sqrt{n}} \left| \int_0^1 \delta' \mathbb{G}_n(\psi_i(\beta(u) + \gamma \delta, u)) \, d\gamma \right|
$$

(E.1)

where $\epsilon_3(\tilde{m}) := \sup_f \|\mathbb{G}_n(f)\|$ and the class of functions $\tilde{F}_{\tilde{m}}$ is defined in Lemma 14. The result follows from the bound on $\epsilon_3(\tilde{m})$ holding uniformly in $\tilde{m} \leq n$ given in Lemma 15. □

Next, we control the empirical error $\epsilon_3$ defined in (E.1) for $\tilde{F}_{\tilde{m}}$ defined below.

We first bound uniform covering numbers of $\tilde{F}_{\tilde{m}}$.

**LEMMA 14.** Consider a fixed subset $T \subset \{1, 2, \ldots, p\}$, $T_u = \text{support}(\beta(u))$ such that $|T \setminus T_u| \leq \tilde{m}$ and $|T_u| \leq s$ for some $u \in \mathcal{U}$. The class of functions

$$
\mathcal{F}_{T,u} = \{ \alpha' x_i (1\{y_i \leq x'_i \beta\} - u) : \alpha \in S(\beta), \text{support}(\beta) \subseteq T \}
$$

has a VC index bounded by $c(\tilde{m} + s) + 2$. The class of functions

$$
\tilde{F}_{\tilde{m}} = \{ \mathcal{F}_{T,u} : u \in \mathcal{U}, T \subset \{1, 2, \ldots, p\}, |T \setminus T_u| \leq \tilde{m} \},
$$

obeys, for some universal constants $C$ and $c$ and each $\epsilon > 0$,

$$
\sup_Q N(\epsilon \|\tilde{F}_{\tilde{m}}\|_{Q,2}, \tilde{F}_{\tilde{m}}, L_2(Q)) \leq C(32\epsilon/e)^{4c(\tilde{m} + s) + 2} p^{2\tilde{m}} \left| \bigcup_{u \in \mathcal{U}} T_u \right|^{2s}.
$$

**PROOF.** The proof involves standard combinatorial arguments and is relegated to [2]. □
LEMMA 15 (Controlling empirical error $\varepsilon_3$). Suppose that D.1 holds and $|\bigcup_{u \in U} T_u| \leq n$. There exists a universal constant $A$ such that with probability at least $1 - \delta$,

$$
\varepsilon_3(\tilde{m}) := \sup_{f \in \tilde{F}_{\tilde{m}}} |\mathbb{G}_n(f)| \leq A\delta^{-1/2} \sqrt{(\tilde{m}\log(n \vee p) + s \log n)\phi(\tilde{m} + s)}
$$

for all $\tilde{m} \leq n$.

PROOF. Lemma 14 bounds the uniform covering number of $\tilde{F}_{\tilde{m}}$. Using Lemma 19 with $N \leq 2n$, $m = \tilde{m} + s$ and $\theta_m = p^{2(\lfloor m - s \rfloor)/m} \cdot n^{2s/m} = p^{2(\lfloor \tilde{m} \rfloor)/[\tilde{m} + s]}$, we conclude that uniformly in $0 \leq \tilde{m} \leq n$

$$
\sup_{f \in \tilde{F}_{\tilde{m}}} |\mathbb{G}_n(f)| \leq A\delta^{-1/2} \sqrt{(\tilde{m} + s) \log(n \vee \theta_m)}
$$

$$
\times \max\left\{ \sup_{f \in \tilde{F}_{\tilde{m}}} \mathbb{E}[f^2]^{1/2}, \sup_{f \in \tilde{F}_{\tilde{m}}} \mathbb{E}_n[f^2]^{1/2} \right\}
$$

$$
\leq A'\delta^{-1/2} \sqrt{\tilde{m}\log(n \vee p) + s \log n}
$$

$$
\times \max\left\{ \sup_{f \in \tilde{F}_{\tilde{m}}} \mathbb{E}[f^2]^{1/2}, \sup_{f \in \tilde{F}_{\tilde{m}}} \mathbb{E}_n[f^2]^{1/2} \right\}
$$

(E.2)

with probability at least $1 - \delta$. The result follows, since for any $f \in \tilde{F}_{\tilde{m}}$, the corresponding vector $\alpha$ obeys $\|\alpha\|_0 \leq \tilde{m} + s$, so that $\mathbb{E}_n[f^2] \leq \mathbb{E}_n[|\alpha' x_i|^2] \leq \phi(\tilde{m} + s)$ and $\mathbb{E}[f^2] \leq \mathbb{E}[|\alpha' x_i|^2] \leq \phi(\tilde{m} + s)$ by definition of $\phi(\tilde{m} + s)$. $\Box$

APPENDIX F: MAXIMAL INEQUALITIES FOR A COLLECTION OF EMPIRICAL PROCESSES

The main results here are Lemma 16 and Lemma 19, used in the proofs of Theorem 1 and Theorems 3 and 5, respectively. Lemma 19 gives a maximal inequality that controls the empirical process uniformly over a collection of classes of functions using class-dependent bounds. We need this lemma because the standard maximal inequalities applied to the union of function classes yield a single class-independent bound that is too large for our purposes. We prove Lemma 19 by first stating Lemma 16, giving a bound on tail probabilities of a separable sub-Gaussian process, stated in terms of uniform covering numbers. Here we want to explicitly trace the impact of covering numbers on the tail probability, since these covering numbers grow rapidly under increasing parameter dimension and thus help to tighten the probability bound. Using the symmetrization approach, we then obtain Lemma 18, giving a bound on tail probabilities of a general separable empirical process, also stated in terms of uniform covering numbers. Finally, given a growth rate on the covering numbers, we obtain Lemma 19.
LEMMA 16 (Exponential inequality for sub-Gaussian process). Consider any linear zero-mean separable process \( \{ G(f) : f \in \mathcal{F} \} \), whose index set \( \mathcal{F} \) includes zero, is equipped with a \( L_2(P) \) norm, and has envelope \( \mathcal{F} \). Suppose further that the process is sub-Gaussian, namely for each \( g \in \mathcal{F} - \mathcal{F} \) :
\[
P\{ |G(g)| > \eta \} \leq 2 \exp\left(-\frac{1}{2} \eta^2 / D^2 \right) \| g \|^2_{P,2}
\] for any \( \eta > 0 \), with \( D \) a positive constant; and suppose that we have the following upper bound on the \( L_2(P) \) covering numbers for \( \mathcal{F} \):
\[
N(\epsilon \| \mathcal{F} \|_{P,2}, \mathcal{F}, L_2(P)) \leq n(\epsilon, \mathcal{F}, P)
\]
for each \( \epsilon > 0 \), where \( n(\epsilon, \mathcal{F}, P) \) is increasing in \( 1/\epsilon \), and \( \epsilon \sqrt{\log n(\epsilon, \mathcal{F}, P)} \to 0 \) as \( 1/\epsilon \to \infty \) and is decreasing in \( 1/\epsilon \).

Then for \( K > D \), for some universal constant \( c < 30 \),
\[
\rho(\mathcal{F}, P) := \sup_{f \in \mathcal{F}} \frac{\| f \|_{P,2}}{\| \mathcal{F} \|_{P,2}} \left\{ \sup_{f \in \mathcal{F}} |G(f)| \right\} \geq c K
\]
where \( n(\epsilon, \mathcal{F}, P) \) is increasing in \( 1/\epsilon \), and \( \epsilon \sqrt{\log n(\epsilon, \mathcal{F}, P)} \to 0 \) as \( 1/\epsilon \to \infty \).

The result of Lemma 16 is in spirit of the Talagrand tail inequality for Gaussian processes. Our result is less sharp than Talagrand’s result in the Gaussian case (by a log factor), but it applies to more general sub-Gaussian processes.

In order to prove a bound on tail probabilities of a general separable empirical process, we need to go through a symmetrization argument. Since we use a data-dependent threshold, we need an appropriate extension of the classical symmetrization lemma to allow for this. Let us call a threshold function \( x : \mathbb{R}^n \to \mathbb{R} \) \( k \)-sub-exchangeable if, for any \( v, w \in \mathbb{R}^n \) and any vectors \( \tilde{v}, \tilde{w} \) created by the pairwise exchange of the components in \( v \) with components in \( w \), we have that \( x(\tilde{v}) \vee x(\tilde{w}) \geq [x(v) \vee x(w)]/k \). Several functions satisfy this property, in particular \( x(v) = \| v \| \) with \( k = \sqrt{2} \) and constant functions with \( k = 1 \). The following result generalizes the standard symmetrization lemma for probabilities (Lemma 2.3.7 of [33]) to the case of a random threshold \( x \) that is sub-exchangeable.

LEMMA 17 (Symmetrization with data-dependent thresholds). Consider arbitrary independent stochastic processes \( Z_1, \ldots, Z_n \) and arbitrary functions \( \mu_1, \ldots, \mu_n : \mathcal{F} \to \mathbb{R} \). Let \( x(Z) = x(Z_1, \ldots, Z_n) \) be a \( k \)-sub-exchangeable random variable and for any \( \tau \leq 0,1 \) let \( q_\tau \) denote the \( \tau \) quantile of \( x(Z) \), \( \tilde{p}_\tau := P(x(Z) \leq q_\tau) \geq \tau \) and \( p_\tau := P(x(Z) < q_\tau) \leq \tau \). Then
\[
P\left( \left\| \sum_{i=1}^n \frac{Z_i}{\mathcal{F}} \right\|_{\mathcal{F}} > x_0 \vee x(Z) \right) \leq \frac{4}{\tilde{p}_\tau} P\left( \left\| \sum_{i=1}^n \frac{\varepsilon_i(Z_i - \mu_i)}{\mathcal{F}} \right\|_{\mathcal{F}} > \frac{x_0 \vee x(Z)}{4k} \right) + p_\tau,
\]
where \( x_0 \) is a constant such that \( \inf_{f \in \mathcal{F}} P(\sum_{i=1}^n f(Z_i) \leq \frac{x_0}{2}) \geq 1 - \frac{\tilde{p}_\tau}{2} \).
Note that we can recover the classical symmetrization lemma for fixed thresholds by setting $k = 1$, $\bar{p}_\tau = 1$ and $p_\tau = 0$.

**Lemma 18** (Exponential inequality for separable empirical process). Consider a separable empirical process $G_n(f) = n^{-1/2} \sum_{i=1}^{n} \{ f(Z_i) - \mathbb{E}[f(Z_i)] \}$ and the empirical measure $\mathbb{P}_n$ for $Z_1, \ldots, Z_n$, an underlying i.i.d. data sequence. Let $K > 1$ and $\tau \in (0, 1)$ be constants, and $e_n(\mathcal{F}, \mathbb{P}_n) = e_n(\mathcal{F}, Z_1, \ldots, Z_n)$ be a $k$-sub-exchangeable random variable, such that

$$\|F\|_{\mathbb{P}_n, 2} = \sqrt{\log n(\epsilon, \mathcal{F}, \mathbb{P}_n)} d\epsilon \leq e_n(\mathcal{F}, \mathbb{P}_n)$$

and

$$\sup_{f \in \mathcal{F}} \text{var} f \leq \frac{\tau}{2} (4kC e_n(\mathcal{F}, \mathbb{P}_n))^2$$

for the same constant $c > 0$ as in Lemma 16, then

$$\mathbb{P}\left\{ \sup_{f \in \mathcal{F}} |G_n(f)| \geq 4kC e_n(\mathcal{F}, \mathbb{P}_n) \right\} \leq \frac{4}{\tau} \mathbb{E}\left[ \left( \int_0^{\rho(\mathcal{F}, \mathbb{P}_n)/2} \epsilon^{-1} n(\epsilon, \mathcal{F}, \mathbb{P}_n)^{-K^2-1} d\epsilon \right)^{\land 1} \right] + \tau.$$

Finally, our main result in this section is as follows.

**Lemma 19** (Maximal inequality for a collection of empirical processes). Consider a collection of separable empirical processes

$$G_n(f) = n^{-1/2} \sum_{i=1}^{n} \{ f(Z_i) - \mathbb{E}[f(Z_i)] \},$$

where $Z_1, \ldots, Z_n$ is an underlying i.i.d. data sequence, defined over function classes $\mathcal{F}_m, m = 1, \ldots, N$ with envelopes $F_m = \sup_{f \in \mathcal{F}_m} |f(x)|, m = 1, \ldots, N$, and with upper bounds on the uniform covering numbers of $\mathcal{F}_m$ given for all $m$ by

$$n(\epsilon, \mathcal{F}_m, \mathbb{P}_n) = (N \lor n \lor \theta_m)^m (\omega/\epsilon)^v m, \quad 0 < \epsilon < 1,$$

with some constants $\omega > 1, v > 1$ and $\theta_m \geq \theta_0$. For a constant $C := (1 + \sqrt{2}\nu)/4$ set

$$e_n(\mathcal{F}_m, \mathbb{P}_n) = C \sqrt{m \log(N \lor n \lor \theta_m \lor \omega)} \max\left\{ \sup_{f \in \mathcal{F}_m} \|f\|_{\mathbb{P}_n, 2}, \sup_{f \in \mathcal{F}_m} \|f\|_{\mathbb{P}_n, 2} \right\}.$$

Then, for any $\delta \in (0, 1/6)$, and any constant $K \geq \sqrt{2}\delta$ we have

$$\sup_{f \in \mathcal{F}_m} |G_n(f)| \leq 4\sqrt{2}C K e_n(\mathcal{F}_m, \mathbb{P}_n) \quad \text{for all } m \leq N,$$

with probability at least $1 - \delta$, provided that $N \lor n \lor \theta_0 \geq 3$; the constant $c$ is the same as in Lemma 16.
PROOF OF LEMMA 16. The strategy of the proof is similar to the proof of Lemma 19.34 in [31], page 286, given for the expectation of a supremum of a process; here we instead bound tail probabilities and also compute all constants explicitly.

Step 1. There exists a sequence of nested partitions of $\mathcal{F}$, $\{(\mathcal{F}_{q_i}, i = 1, \ldots, N_q), q = q_0, q_0 + 1, \ldots\}$ where the $q$th partition consists of sets of $L_2(P)$ radius at most $\|F\|_{p, 2}2^{-q}$, and $q_0$ is the largest positive integer such that $2^{-q_0} \leq \rho(\mathcal{F}, P)/4$ so that $q_0 \geq 2$. The existence of such a partition follows from a standard argument, for example, [31], page 286.

Let $f_{q_i}$ be an arbitrary point of $\mathcal{F}_{q_i}$. Set $\pi_q(f) = f_{q_i}$ if $f \in \mathcal{F}_{q_i}$. By separability of the process, we can replace $\mathcal{F}$ by $\bigcup_q f_{q_i}$, since the supremum norm of the process can be computed by taking this set only. In this case, we can decompose $f - \pi_{q_0}(f) = \sum_{q=q_0+1}^{\infty} (\pi_q(f) - \pi_{q-1}(f))$. Hence by linearity $G(f) - G(\pi_{q_0}(f)) = \sum_{q=q_0+1}^{\infty} G(\pi_q(f) - \pi_{q-1}(f))$, so that

$$
P\left\{ \sup_{f \in \mathcal{F}} |G(f)| > \sum_{q=q_0}^{\infty} \eta_q \right\} \leq \sum_{q=q_0+1}^{\infty} P\left\{ \max_f |G(\pi_q(f) - \pi_{q-1}(f))| > \eta_q \right\}$$

$$+ P\left\{ \max_f |G(\pi_{q_0}(f))| > \eta_{q_0} \right\},$$

for constants $\eta_q$ chosen below.

Step 2. By construction of the partition sets $\|\pi_q(f) - \pi_{q-1}(f)\|_{p, 2} \leq 2 \times \|F\|_{p, 2}2^{-(q-1)} \leq 4\|F\|_{p, 2}2^{-q}$, for $q \geq q_0 + 1$. Setting $\eta_q = 8K\|F\|_{p, 2}2^{-q} \sqrt{\log N_q}$, using sub-Gaussianity, setting $K > D$, using that $2\log N_q \geq \log N_q \times N_{q-1} \geq \log n_q$, using that $q \mapsto \log n_q$ is increasing in $q$, and $2^{-q_0} \leq \rho(\mathcal{F}, P)/4$, we obtain

$$\sum_{q=q_0+1}^{\infty} P\left\{ \max_f |G(\pi_q(f) - \pi_{q-1}(f))| > \eta_q \right\}$$

$$\leq \sum_{q=q_0+1}^{\infty} N_q N_{q-1} \exp\left(-\eta_q^2/(4D\|F\|_{p, 2}2^{-q})^2\right)$$

$$\leq \sum_{q=q_0+1}^{\infty} N_q N_{q-1} \exp\left(-K/D\right)^2 2\log N_q$$

$$\leq \sum_{q=q_0+1}^{\infty} 2^{\exp\left(-\{(K/D)^2 - 1\} \log n_q\right)}$$

$$\leq \int_{q_0}^{\infty} 2^{\exp\left(-\{(K/D)^2 - 1\} \log n_q\right)} dq$$

$$= \int_0^{\rho(\mathcal{F}, P)/4} (x \ln 2)^{-1} 2n(x, \mathcal{F}, P)^{-\{(K/D)^2 - 1\}} dx.$$
By Jensen’s inequality, we have \( \sqrt{\log N_q} \leq a_q := \sum_{j=q_0}^q \sqrt{\log n_j} \), so that we obtain \( \sum_{q=q_0+1}^\infty \sum_{j=q}^q K \| F \|_{p,2} 2^{-q} a_q \). Letting \( b_q = 2 \cdot 2^{-q} \), noting \( a_{q+1} - a_q = \sqrt{\log n_{q+1}} \) and \( b_{q+1} - b_q = -2^{-q} \), we get using summation by parts

\[
\sum_{q=q_0+1}^\infty 2^{-q} a_q = -\sum_{q=q_0+1}^\infty (b_{q+1} - b_q) a_q
\]

\[
= -a_q b_q \bigg|_{q=q_0+1} + \sum_{q=q_0+1}^\infty b_{q+1} (a_{q+1} - a_q)
\]

\[
= 2 \cdot 2^{-(q_0+1)} \sqrt{\log n_{q_0+1}} + \sum_{q=q_0+1}^\infty 2 \cdot 2^{-(q+1)} \sqrt{\log n_{q+1}}
\]

\[
= 2 \sum_{q=q_0+1}^\infty 2^{-q} \sqrt{\log n_q},
\]

where we use the assumption that \( 2^{-q} \sqrt{\log n_q} \to 0 \) as \( q \to \infty \), so that

\[
-a_q b_q \bigg|_{q=q_0+1} = 2 \cdot 2^{-(q_0+1)} \sqrt{\log n_{q_0+1}}.
\]

Using that \( 2^{-q} \sqrt{\log n_q} \) is decreasing in \( q \) by assumption,

\[
2 \sum_{q=q_0+1}^\infty 2^{-q} \sqrt{\log n_q} \leq 2 \int_{q_0}^{\infty} 2^{-q} \sqrt{\log n(2^{-q}, F, P)} dq.
\]

Using a change of variables and that \( 2^{-q_0} \leq \rho(F, P)/4 \), we finally conclude that

\[
\sum_{q=q_0+1}^\infty \eta_q \leq K \| F \|_{p,2} \frac{16}{\log 2} \int_0^{\rho(F, P)/4} \sqrt{\log n(x, F, P)} dx.
\]

Step 3. Letting \( \eta_{q_0} = K \| F \|_{p,2} \rho(F, P) \sqrt{2 \log N_{q_0}} \), recalling that \( N_{q_0} = n_{q_0} \), using that \( \| \pi_{q_0}(f) \|_{p,2} \leq \| F \|_{p,2} \) and sub-Gaussianity, we conclude

\[
P \left\{ \max_f |G(\pi_{q_0}(f))| > \eta_{q_0} \right\}
\]

\[
\leq n_q 2 \exp(- (K/D)^2 \log n_q) \leq 2 \exp(-((K/D)^2 - 1) \log n_q)
\]

\[
\leq \int_{q_0}^{q_0-1} 2 \exp(-((K/D)^2 - 1) \log n_q) dq
\]

\[
= \int_{\rho(F, P)/4}^{\rho(F, P)/4} (x \ln 2)^{-1/2} n(x, F, P)^{-((K/D)^2 - 1)} dx.
\]
Also, since \( n_q = n(2^{-q_0}, \mathcal{F}, P) \), \( 2^{-q_0} \leq \rho(\mathcal{F}, P)/4 \) and \( n(x, \mathcal{F}, P) \) is increasing in \( 1/x \), we obtain \( n_q \leq 4\sqrt{2}K\|F\|_{p.2}\int_0^\rho(\mathcal{F}, P)/4 \sqrt{\log n(x, \mathcal{F}, P)} \, dx \).

Step 4. Finally, adding the bounds on tail probabilities from Steps 2 and 3 we obtain the tail bound stated in the main text. Further, adding bounds on \( \eta_q \) from Steps 2 and 3, and using \( c = 16/\log 2 + 4\sqrt{2} < 30 \), we obtain \( \sum_{q=q_0}^\infty \eta_q \leq cK\|F\|_{p.2}\int_0^\rho(\mathcal{F}, P)/4 \sqrt{\log n(x, \mathcal{F}, P)} \, dx \). □

**Proof of Lemma 17.** The proof proceeds analogously to the proof of Lemma 2.3.7 (page 112) in [33] with the necessary adjustments. Letting \( q_\tau \) be the \( \tau \) quantile of \( x(Z) \) we have

\[
P\left\{ \left\| \sum_{i=1}^n Z_i \right\|_{\mathcal{F}} > x_0 \vee x(Z) \right\} \leq P\left\{ x(Z) \geq q_\tau, \left\| \sum_{i=1}^n Z_i \right\|_{\mathcal{F}} > x_0 \vee x(Z) \right\}
\]

\[
+ P\{x(Z) < q_\tau \}.
\]

Next we bound the first term of the expression above. Let \( Y = (Y_1, \ldots, Y_n) \) be an independent copy of \( Z = (Z_1, \ldots, Z_n) \), suitably defined on a product space. Fix a realization of \( Z \) such that \( x(Z) \geq q_\tau \) and \( \left\| \sum_{i=1}^n Z_i \right\|_{\mathcal{F}} > x_0 \vee x(Z) \). Therefore, \( \exists f_Z \in \mathcal{F} \) such that \( \left| \sum_{i=1}^n (Y_i - Z_i)(f_Z) \right| > x_0 \vee x(Z) \). Conditional on such a \( Z \) and using the triangular inequality, we have that

\[
P_Y\left\{ x(Y) \leq q_\tau, \left\| \sum_{i=1}^n Y_i(f_Z) \right\| \leq \frac{x_0}{2} \right\}
\]

\[
\leq P_Y\left\{ \left\| \sum_{i=1}^n (Y_i - Z_i)(f_Z) \right\| > \frac{x_0 \vee x(Z) \vee x(Y)}{2} \right\}
\]

\[
\leq P_Y\left\{ \left\| \sum_{i=1}^n (Y_i - Z_i) \right\|_{\mathcal{F}} > \frac{x_0 \vee x(Z) \vee x(Y)}{2} \right\}.
\]

By definition of \( x_0 \), we have \( \inf_{f \in \mathcal{F}} P\{\left| \sum_{i=1}^n Y_i(f) \right| \leq \frac{x_0}{2} \} \geq 1 - \tilde{\rho}_\tau/2 \). Since \( P_Y\{x(Y) \leq q_\tau\} = \tilde{\rho}_\tau \), by Bonferroni inequality we have that the left-hand side is bounded from below by \( \tilde{\rho}_\tau - \tilde{\rho}_\tau/2 = \tilde{\rho}_\tau/2 \). Therefore, over the set \( \{Z : x(Z) \geq q_\tau, \left\| \sum_{i=1}^n Z_i \right\|_{\mathcal{F}} > x_0 \vee x(Z) \} \) we have

\[
\frac{\tilde{\rho}_\tau}{2} \leq P_Y\left\{ \left\| \sum_{i=1}^n (Y_i - Z_i) \right\|_{\mathcal{F}} > \frac{x_0 \vee x(Z) \vee x(Y)}{2} \right\}.
\]

Integrating over \( Z \), we obtain

\[
\frac{\tilde{\rho}_\tau}{2} P\left\{ x(Z) \geq q_\tau, \left\| \sum_{i=1}^n Z_i \right\|_{\mathcal{F}} > x_0 \vee x(Z) \right\}
\]

\[
\leq P_Z P_Y\left\{ \left\| \sum_{i=1}^n (Y_i - Z_i) \right\|_{\mathcal{F}} > \frac{x_0 \vee x(Z) \vee x(Y)}{2} \right\}.
\]
Let $\varepsilon_1, \ldots, \varepsilon_n$ be an independent sequence of Rademacher random variables. Given $\varepsilon_1, \ldots, \varepsilon_n$, set $(\tilde{Y}_i = Y_i, \tilde{Z}_i = Z_i)$ if $\varepsilon_i = 1$ and $(\tilde{Y}_i = Z_i, \tilde{Z}_i = Y_i)$ if $\varepsilon_i = -1$. That is, we create vectors $\tilde{Y}$ and $\tilde{Z}$ by pairwise exchanging their components; by construction, conditional on each $\varepsilon_1, \ldots, \varepsilon_n$, $(\tilde{Y}, \tilde{Z})$ has the same distribution as $(Y, Z)$. Therefore,

\[
P_Z P_Y \left\{ \left\| \sum_{i=1}^n (Y_i - Z_i) \right\|_F > \frac{x_0 \lor x(Z) \lor x(Y)}{2} \right\}
\]

\[
= \mathbb{E}_\varepsilon P_Z P_Y \left\{ \left\| \sum_{i=1}^n (\tilde{Y}_i - \tilde{Z}_i) \right\|_F > \frac{x_0 \lor x(\tilde{Z}) \lor x(\tilde{Y})}{2} \right\}.
\]

By $x(\cdot)$ being $k$-sub-exchangeable, and since $\varepsilon_i(Y_i - Z_i) = (\tilde{Y}_i - \tilde{Z}_i)$, we have that

\[
\mathbb{E}_\varepsilon P_Z P_Y \left\{ \left\| \sum_{i=1}^n (\tilde{Y}_i - \tilde{Z}_i) \right\|_F > \frac{x_0 \lor x(\tilde{Z}) \lor x(\tilde{Y})}{2} \right\} 
\]

\[
\leq \mathbb{E}_\varepsilon P_Z P_Y \left\{ \left\| \sum_{i=1}^n \varepsilon_i (Y_i - Z_i) \right\|_F > \frac{x_0 \lor x(Z) \lor x(Y)}{2k} \right\}.
\]

By the triangular inequality and removing $x(Y)$ or $x(Z)$, the latter is bounded by

\[
P \left\{ \left\| \sum_{i=1}^n \varepsilon_i (Y_i - \mu_i) \right\|_F > \frac{x_0 \lor x(Y)}{4k} \right\} + P \left\{ \left\| \sum_{i=1}^n \varepsilon_i (Z_i - \mu_i) \right\|_F > \frac{x_0 \lor x(Z)}{4k} \right\}. \]

Proof of Lemma 18. Let $\mathcal{G}_n^o(f) = n^{-1/2} \sum_{i=1}^n \{\varepsilon_i f(Z_i)\}$ be the symmetrized empirical process, where $\varepsilon_1, \ldots, \varepsilon_n$ are i.i.d. Rademacher random variables, that is, $P(\varepsilon_i = 1) = P(\varepsilon_i = -1) = 1/2$, which are independent of $Z_1, \ldots, Z_n$. By the Chebyshev’s inequality and the assumption on $e_n(\mathcal{F}, \mathbb{P}_n)$, we have for the constant $\tau$ fixed in the statement of the lemma

\[
P \left\{ \left| \mathcal{G}_n(f) \right| > 4kcKe_n(\mathcal{F}, \mathbb{P}_n) \right\} \leq \frac{\sup_f \text{var}_\mathbb{P} \mathcal{G}_n(f)}{(4kcKe_n(\mathcal{F}, \mathbb{P}_n))^2} = \frac{\sup_{f \in \mathcal{F}} \text{var}_\mathbb{P} f}{(4kcKe_n(\mathcal{F}, \mathbb{P}_n))^2} \leq \tau/2.
\]

Therefore, by the symmetrization Lemma 17, we obtain

\[
P \left\{ \sup_{f \in \mathcal{F}} \left| \mathcal{G}_n(f) \right| > 4kcKe_n(\mathcal{F}, \mathbb{P}_n) \right\} \leq \frac{4}{\tau} P \left\{ \sup_{f \in \mathcal{F}} \left| \mathcal{G}_n^o(f) \right| > cKe_n(\mathcal{F}, \mathbb{P}_n) \right\} + \tau.
\]

We then condition on the values of $Z_1, \ldots, Z_n$, denoting the conditional probability measure as $\mathbb{P}_\varepsilon$. Conditional on $Z_1, \ldots, Z_n$, by the Hoeffding inequality
the symmetrized process $G_n^g$ is sub-Gaussian for the $L_2(\mathbb{P}_n)$ norm, namely, for $g \in \mathcal{F} - \mathcal{F}$, $\mathbb{P}_n\{G_n^g(g) > x\} \leq 2 \exp(-x^2/[2\|g\|_{\mathbb{P}_n,2}^2])$. Hence, by Lemma 16 with $D = 1$, we can bound
\[
\mathbb{P}_\varepsilon \left\{ \sup_{f \in \mathcal{F}} |G_n^\varepsilon(f)| \geq c K e_n(\mathcal{F}, \mathbb{P}_n) \right\} \leq \left[ \int_0^{\rho(\mathcal{F}, \mathbb{P}_n)/2} e^{-1} n(\epsilon, \mathcal{F}, \mathbb{P})^{-1} d\epsilon \right]^\wedge 1.
\]

The result follows from taking the expectation over $Z_1, \ldots, Z_n$. □

**PROOF OF LEMMA 19.** Step 1 (Main step). In this step, we prove the main result. First, we observe that the bound $\varepsilon \mapsto n(\epsilon, \mathcal{F}_m, \mathbb{P}_n)$ satisfies the monotonicity hypotheses of Lemma 18 uniformly in $m \leq N$.

Second, recall $e_n(\mathcal{F}_m, \mathbb{P}_n) := C \sqrt{m \log(N \vee n \vee \theta_m \vee \omega)} \max\{\sup_{f \in \mathcal{F}_m} \|f\|_{\mathbb{P}_n,2}, \sup_{f \in \mathcal{F}_m} \|f\|_{\mathbb{P}_n,2}\}$ for $C = (1 + \sqrt{2\nu})/4$. Note that $\sup_{f \in \mathcal{F}_m} \|f\|_{\mathbb{P}_n,2}$ is $\sqrt{2}$-sub-exchangeable and $\rho(\mathcal{F}_m, \mathbb{P}_n) := \sup_{f \in \mathcal{F}_m} \|f\|_{\mathbb{P}_n,2}/\|\mathcal{F}_m\|_{\mathbb{P}_n,2} \geq 1/\sqrt{n}$ by Step 2 below. Thus, uniformly in $m \leq N$,
\[
\|\mathcal{F}_m\|_{\mathbb{P}_n,2} \int_0^{\rho(\mathcal{F}_m, \mathbb{P}_n)/4} \sqrt{\log n(\epsilon, \mathcal{F}_m, \mathbb{P}_n)} d\epsilon 
\leq \|\mathcal{F}_m\|_{\mathbb{P}_n,2} \int_0^{\rho(\mathcal{F}_m, \mathbb{P}_n)/4} \sqrt{m \log(N \vee n \vee \theta_m) + um \log(\omega/\epsilon)} d\epsilon 
\leq (1/4) \sqrt{m \log(N \vee n \vee \theta_m)} \sup_{f \in \mathcal{F}_m} \|f\|_{\mathbb{P}_n,2} 
\quad + \|\mathcal{F}_m\|_{\mathbb{P}_n,2} \int_0^{\rho(\mathcal{F}_m, \mathbb{P}_n)/4} \sqrt{um \log(\omega/\epsilon)} d\epsilon 
\leq \sqrt{m \log(N \vee n \vee \theta_m \vee \omega)} \sup_{f \in \mathcal{F}_m} \|f\|_{\mathbb{P}_n,2} (1 + \sqrt{2\nu})/4 
\leq e_n(\mathcal{F}_m, \mathbb{P}_n),
\]

which follows by
\[
\int_0^{\rho} \sqrt{\log(\omega/\epsilon)} d\epsilon \leq \left( \int_0^{\rho} 1 d\epsilon \right)^{1/2} \left( \int_0^{\rho} \log(\omega/\epsilon) d\epsilon \right)^{1/2} 
\leq \rho \sqrt{2\log(n \vee \omega)} \quad \text{for } 1/\sqrt{n} \leq \rho \leq 1.
\]

Third, for any $K \geq \sqrt{2/\delta} > 1$ we have $(K^2 - 1) \geq 1/\delta$, and let $\tau_m = \delta/(4m \log(N \vee n \vee \theta_0))$. Recall that $4\sqrt{2} C > 4$ where $4 < c < 30$ is defined in Lemma 16. Note that for any $m \leq N$ and $f \in \mathcal{F}_m$, we have by Chebyshev’s in-
equality

\[
P(\sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n} > 4 \sqrt{2} c \| \mathcal{K} \|_{\mathbb{P}_n} (\mathcal{F}_m, \mathbb{P}_n)) \leq \frac{\sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n}^2}{(4 \sqrt{2} c \| \mathcal{K} \|_{\mathbb{P}_n} (\mathcal{F}_m, \mathbb{P}_n))^2} \leq \frac{\delta/2}{(4 \sqrt{2} c C)^2 m \log (N \vee n \vee \theta_0)} \leq \tau_m/2.
\]

By Lemma 18 with our choice of \( \tau_m \), \( m \leq N \), \( \omega > 1 \), and \( \rho(\mathcal{F}_m, \mathbb{P}_n) \leq 1 \),

\[
P \left\{ \sup_{f \in \mathcal{F}_m} |G_n(f)| > 4 \sqrt{2} c \| \mathcal{K} \|_{\mathbb{P}_n} (\mathcal{F}_m, \mathbb{P}_n), \exists m \leq N \right\}
\]

\[
\leq \sum_{m=1}^{N} P \left\{ \sup_{f \in \mathcal{F}_m} |G_n(f)| > 4 \sqrt{2} c \| \mathcal{K} \|_{\mathbb{P}_n} (\mathcal{F}_m, \mathbb{P}_n) \right\}
\]

\[
\leq \sum_{m=1}^{N} \left[ \frac{4(N \vee n \vee \theta_m)^{-m/\delta}}{\tau_m} \int_0^{1/2} (\omega/\epsilon)^{(-um/\delta)+1} d\epsilon + \tau_m \right]
\]

\[
\leq 4 \sum_{m=1}^{N} \frac{(N \vee n \vee \theta_m)^{-m/\delta}}{\tau_m} \frac{1}{um/\delta} + \sum_{m=1}^{N} \tau_m
\]

\[
< 16 \frac{(N \vee n \vee \theta_0)^{-1/\delta}}{1 - (N \vee n \vee \theta_0)^{-1/\delta}} \log (N \vee n \vee \theta_0) + \frac{\delta}{4 \log (N \vee n \vee \theta_0)} \leq \delta,
\]

where the last inequality follows by \( N \vee n \vee \theta_0 \geq 3 \) and \( \delta \in (0, 1/6) \).

Step 2 (Auxiliary calculations). To establish that \( \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n} \) is \( \sqrt{2} \)-sub-exchangeable, let \( \tilde{Z} \) and \( \tilde{Y} \) be created by exchanging any components in \( Z \) with corresponding components in \( Y \). Then

\[
\sqrt{2} \left( \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n(\tilde{Z}), 2} \vee \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n(\tilde{Y}), 2} \right)
\]

\[
\geq \left( \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n(\tilde{Z}), 2}^2 + \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n(\tilde{Y}), 2}^2 \right)^{1/2}
\]

\[
\geq \left( \sup_{f \in \mathcal{F}_m} \mathbb{E}_n[f(\tilde{Z}_i)^2] + \mathbb{E}_n[f(\tilde{Y}_i)^2] \right)^{1/2}
\]

\[
= \left( \sup_{f \in \mathcal{F}_m} \mathbb{E}_n[f(Z_i)^2] + \mathbb{E}_n[f(Y_i)^2] \right)^{1/2}
\]

\[
\geq \left( \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n(Z), 2}^2 \vee \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n(Y), 2}^2 \right)^{1/2}
\]

\[
= \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n(Z), 2} \vee \sup_{f \in \mathcal{F}_m} \| f \|_{\mathbb{P}_n(Y), 2}.
\]
Next we show that \( \rho(F_m, \mathbb{P}_n) := \sup_{f \in F_m} \| f \|_{\mathbb{P}_n, 2}/\| F_m \|_{\mathbb{P}_n, 2} \geq 1/\sqrt{n} \) for \( m \leq N \). The latter bound follows from \( \mathbb{E}_n[F_m^2] = \mathbb{E}_n[\sup_{f \in F_m} |f(Z_i)|^2] \leq \sup_{i \leq n} \sup_{f \in F_m} |f(Z_i)|^2 \), and from
\[
\sup_{f \in F_m} \mathbb{E}_n[|f(Z_i)|^2] \geq \sup_{f \in F_m} \sup_{i \leq n} |f(Z_i)|^2/n. \quad \square
\]
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Supplement to “\( \ell_1 \)-penalized quantile regression in high-dimensional sparse models” (DOI: 10.1214/10-AOS827SUPP; .pdf). We included technical proofs omitted from the main text: Examples of simple sufficient conditions, VC index bounds and Gaussian sparse eigenvalues.
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