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A number of well-known asset pricing models imply that the expected return on an asset can be written as a linear function of one or more beta coefficients that measure the asset's sensitivity to sources of undiversifiable risk. This paper provides an overview of the econometric evaluation of such models using the method of instrumental variables. We present numerous examples that cover both single-beta and multi-beta models. These examples are designed to illustrate the various options available to researchers for estimating and testing beta pricing models. We also examine the implications of a variety of different assumptions concerning the time-series behavior of conditional betas, covariances, and reward-to-risk ratios. The techniques discussed in this paper have applications in other areas of asset pricing as well.

1. Introduction

Asset pricing models often imply that the expected return on an asset can be written as a linear combination of market-wide risk premia, where each risk premium is multiplied by a beta coefficient that measures the sensitivity of the return on the asset to a source of undiversifiable risk in the economy. Indeed, this type of tradeoff between risk and expected return is implied by some of the most famous models in financial economics. The Sharpe (1964) – Lintner (1965) capital asset pricing model (CAPM), the Black (1972) CAPM, the Merton (1973) intertemporal CAPM, the arbitrage pricing theory (APT) of Ross (1976), and the Breeden (1979) consumption CAPM can all be classified under the general heading of beta pricing models. Although these models differ in terms of underlying structural assumptions, each implies a pricing relation that is linear in one or more betas.

The fundamental difference between conditional and unconditional beta pricing models is the specification of the information environment that investors use to form expectations. Unconditional models imply that investors set prices based on an unconditional assessment of the joint probability distribution of future returns. Under such a scenario we can construct an estimate of an investor's
expected return on an asset by taking an average of past returns. Conditional models, on the other hand, imply that investors have time-varying expectations concerning the joint probability distribution of future returns. In order to construct an estimate of an investor's conditional expected return on an asset we have to use the information available to the investor at time \( t - 1 \) to forecast the return for time \( t \).

Both conditional and unconditional models attempt to explain the cross-sectional variation in expected returns. Unconditional models imply that differences in average risk across assets determine differences in average returns. There are no time-series predictions other than expected returns are constant. Conditional models have similar cross-sectional implications: differences in conditional risk determine differences in conditional expected returns. But conditional models have implications concerning the time-series properties of expected returns as well. Conditional expected returns vary with changes in conditional risk and fluctuations in market-wide risk premiums. In theory, we can test a conditional beta pricing model using a single asset.

Empirical tests of beta pricing models can be interpreted within the familiar framework of mean-variance analysis. Unconditional tests seek to determine whether a certain portfolio is on the efficient portion of the unconditional mean-variance frontier. The unconditional frontier is determined by the unconditional means, variances and covariances of the asset returns. Conditional tests of beta pricing models are designed to answer a similar question: does a certain portfolio lie on the efficient portion of the mean-variance frontier at each point in time? In conditional tests, however, the mean-variance frontier is determined by the conditional means, conditional variances, and conditional covariances of asset returns.

As a general rule, the rejection of unconditional efficiency does not imply a rejection of conditional mean-variance efficiency. This is easily demonstrated using an example given by Dybvig and Ross (1985) and Hansen and Richard (1987). Suppose we are testing whether the 30-day Treasury bill is unconditionally efficient using monthly data. Unconditionally, the 30-day bill does not lie on the efficient frontier. It is a single risky asset (albeit low risk) whose return has non-zero variance. Thus it is surely dominated by an appropriately chosen portfolio. At the conditional level, however, the conclusion is much different. Conditionally, the 30-day bill is nominally risk free. At the end of each month we know precisely what the return will be over the next month. Because the conditional variance of the return on the T-bill is zero, it must be conditionally efficient.

A number of different methods have been proposed for testing beta pricing models. This paper focuses on one in particular: the method of instrumental variables. Instrumental variables are a set of data, specified by the econometrician, that proxy for the information that investors use to form expectations. The primary advantage of the instrumental variables approach is that it provides a highly tractable way of characterizing time-varying risk and expected returns. Our discussion of the instrumental variables methodology is organized along the
following lines. Section 2 uses the conditional version of the Sharpe (1964) – Lintner (1965) CAPM to illustrate how the instrumental variables approach can be employed to estimate and test single beta models. Section 3 extends the analysis to multi-beta models. Section 4 introduces the technique of latent variables. Section 5 provides an overview of the estimation methodology. The final section offers some brief closing remarks.

2. Single beta models

A. The conditional CAPM

The conditional version of the Sharpe (1964) – Lintner (1965) CAPM is undoubtedly one of the most widely studied conditional beta pricing models. We can express the pricing relation associated with this model as:

\[
E[r_{jt} | \Omega_{t-1}] = \frac{\text{Cov}[r_{jt}, r_{mt} | \Omega_{t-1}]}{\text{Var}[r_{mt} | \Omega_{t-1}]} E[r_{mt} | \Omega_{t-1}] ,
\]

where \( r_{jt} \) is the return on portfolio \( j \) from time \( t-1 \) to time \( t \) measured in excess of the risk free rate, \( r_{mt} \) is the excess return on the market portfolio, and \( \Omega_{t-1} \) represents the information set that investors use to form expectations. The ratio of the conditional covariance between the return on portfolio \( j \) and the return on the market, \( \text{Cov}[r_{jt}, r_{mt} | \Omega_{t-1}] \), to the variance of the return on the market, \( \text{Var}[r_{mt} | \Omega_{t-1}] \), is the conditional beta of portfolio \( j \) with respect to the market. Any cross-sectional variation in expected returns can be attributed solely to differences in conditional beta coefficients.

As it stands the pricing relation shown in (1) is untestable. To make it testable we have to impose additional structure on the model. In particular, we have to specify a model for conditional expectations. Thus any test of (1) will be a joint test of the conditional CAPM and the assumed specification for conditional expectations. In theory any functional form could be used. Let \( f(Z_{t-1}) \) denote the statistical model that generates conditional expectations where \( Z \) is a set of instrumental variables. The function \( f(\cdot) \) could be a linear regression model, a Fourier flexible form [Gallant (1982)], a nonparametric kernel estimator [Silverman (1986), Harvey (1991), and Beneish and Harvey (1995)], a semiparametric density [Gallant and Tauchen (1989)], a neural net [Gallant and White (1990)], an entropy encoder [Glojdo and Harvey (1995)], or a polynomial series expansion [Harvey and Kirby (1995)].

Once we take a stand on the functional form of the conditional expectations operator it is straightforward to construct a test of the conditional CAPM. First we use \( f(\cdot) \) to obtain fitted values for the conditional mean of \( r_{jt} \). This nails down the left-hand side of the pricing relation in (1). Then we apply \( f(\cdot) \) again to get fitted values for the three components on the right-hand side of (1). Combining the fitted values for the conditional mean of \( r_{mt} \), those for the conditional covariance between \( r_{jt} \) and \( r_{mt} \), and those for the conditional variance of \( r_{mt} \) yields
fitted values for the right-hand side of (1). If the conditional CAPM is valid then the pricing errors – the difference between the fitted values for the left-hand and right-hand sides of (1) – should be small and unpredictable. This is the basic intuition behind all tests of conditional beta pricing models.

In the presentation that follows we focus on one particular specification for conditional expectations: the linear model. This model, though very simple, has distinct advantages over the many nonlinear alternatives. The linear model is exceedingly easy to implement, and Harvey (1991) shows that it performs well against nonlinear alternatives in out-of-sample forecasting of the market return. In addition, the linear specification is actually more general than it may seem. Recent work has shown that many nonlinear models can be consistently approximated via an expanding sequencing of finite-dimensional linear models. Harvey and Kirby (1995) exploit this fact to develop a simple procedure for constructing analytic tests of both single beta and multi-beta pricing models.

**B. Linear conditional expectations**

The easiest way to motivate the linear specification for conditional expectations is to assume that the joint distribution of the asset returns and instrumental variables is spherically invariant. This class of distributions is analyzed in Vershik (1964), who shows that it is sufficient for linear conditional expectations, and applied to tests of the conditional CAPM in Harvey (1991). Vershik (1964) provides the following characterization. Consider a set of random variables, \( \{x_1, \ldots, x_n\} \), that have finite second moments. Let \( H \) denote a linear manifold spanned by this set. If all random variables in the linear manifold \( H \) that have the same variance have the same distribution then: (i) \( H \) is a *spherically invariant space*; (ii) \( \{x_1, \ldots, x_n\} \) is *spherically invariant*; and (iii) every distribution function of any variable in \( H \) is a *spherically invariant distribution*. The above requirements are satisfied, for example, by both the multivariate normal and multivariate t distributions.

A potential disadvantage of Vershik's (1964) definition is that it does not encompass processes like Cauchy for which the variance is undefined. Blake and Thomas (1968) and Chu (1973) propose a definition for an elliptical class of distributions that addresses this shortcoming. A random vector \( x \) is said to have an elliptical distribution if and only if its probability density function \( p(x) \) can be expressed as a function of a quadratic form, \( p(x) = f(1/2 x'C^{-1}x) \), where \( C \) is positive definite. When the variance-covariance matrix of \( x \) exists it is proportional to \( C \) and the Vershik (1964), Blake and Thomas (1968) and Chu (1973) definitions are equivalent.\(^2\) But the quadratic form of the density also covers processes like Cauchy that imply linear conditional expectations where the projection constants depend on the characteristic matrix.

\(^2\) Implicit in Chu's (1973) definition is the existence of the density function. Kelker (1970) provides an alternative approach in terms of the characteristic function. See also Devlin, Gnanadesikan and Kettenring (1976).
C. A general framework for testing the CAPM

A linear specification for conditional expectations implies that the return on portfolio \( j \) can be written as:

\[
r_{jt} = Z_{t-1} \delta_j + u_{jt} ,
\]

where \( u_{jt} \) is the error in forecasting the return on portfolio \( j \) at time \( t \), \( Z_{t-1} \) is a row vector of \( \ell \) instrumental variables, and \( \delta_j \) is a \( \ell \times 1 \) set of time-invariant weights. Substituting the expression shown in (2) into equation (1) yields the restriction:

\[
Z_{t-1} \delta_j = \frac{Z_{t-1} \delta_m}{E[u_{mt}^2 | Z_{t-1}]} E[u_{jt}u_{mt} | Z_{t-1}] ,
\]

where \( u_{mt} \) is the error in forecasting the return on the market portfolio. Note that both the variance term, \( E[u_{mt}^2 | Z_{t-1}] \), and the covariance term, \( E[u_{jt}u_{mt} | Z_{t-1}] \), are conditioned on \( Z_{t-1} \). Therefore, the pricing relation in (3) should be regarded as an approximation. This is the case because the expectation of the true conditional covariance is not the covariance conditioned on \( Z_{t-1} \). The two are connected via the relation:

\[
E[\text{Cov}(r_{jt}, r_{mt} | \Omega_{t-1}) | Z_{t-1}] = \text{Cov}(r_{jt}, r_{mt} | Z_{t-1}) - \text{Cov}(E[r_{jt} | \Omega_{t-1}], E[r_{mt} | \Omega_{t-1}] | Z_{t-1}) .
\]

An analogous relation holds for the true conditional variance of \( r_{mt} \) and the variance conditioned on \( Z_{t-1} \). There is no way to construct a test of the original version of pricing restriction given that the true information set \( \Omega \) is unobservable.

If we multiply both sides of (3) by the conditional variance of the return on the market portfolio we obtain the restriction:

\[
E[u_{mt}^2 Z_{t-1} \delta_j | Z_{t-1}] = E[u_{jt}u_{mt} Z_{t-1} \delta_m | Z_{t-1}] .
\]

Notice that the conditional expected return on both the market portfolio and portfolio \( j \) have been moved inside the expectations operator. This can be done because both of these quantities are known conditional on \( Z_{t-1} \). As a result, we do not need to specify an explicit model for the conditional variance and covariance terms. We simply note that, under the null hypothesis, the disturbance:

\[
e_{jt} = u_{mt}^2 Z_{t-1} \delta_j - u_{jt}u_{mt} Z_{t-1} \delta_m ,
\]

should have mean zero and be uncorrelated with the instrumental variables. If we divide \( e_{jt} \) by the conditional variance of the market return, then the resulting quantity can be interpreted as the deviation of the observed return from the return predicted by the model. Thus \( e_{jt} \) is essentially just a pricing error. A negative pricing error implies the model is overpricing while a positive pricing error indicates that the model is underpricing.

The generalized method of moments (GMM), which is discussed in detail in Section 5, provides a direct way to test the above restriction. Suppose we have a total of \( n \) assets. We can stack the disturbances in (2) and the pricing errors in (5) into the \((2n + 1) \times 1 \) vector:
\[ \varepsilon_t \equiv (u_t, u_{mt}, e_t)' = \begin{pmatrix} r_t - Z_{t-1}\delta' \\ r_{mt} - Z_{t-1}\delta_m' \\ u_{mt}'Z_{t-1}\delta - u_{mt}u_tZ_{t-1}\delta_m' \end{pmatrix}, \]  

where \( u \) is the innovation in the \( 1 \times n \) vector of conditional means and \( e \) is the \( 1 \times n \) vector of pricing errors. The conditional CAPM implies that \( \varepsilon_t \) should be uncorrelated with \( Z_{t-1} \). So if we form the Kronecker product of \( \varepsilon_t \) with the vector of instrumental variables:

\[ \varepsilon_t \otimes Z_{t-1}' , \]  

and take unconditional expectations, we obtain the vector of orthogonality conditions:

\[ E[\varepsilon_t \otimes Z_{t-1}'] = 0. \]  

With \( n \) assets there are \( n + 1 \) columns of innovations for the conditional means and \( n \) columns of pricing errors. Thus, with \( \ell \) instrumental variables we have \( \ell(2n + 1) \) orthogonality conditions. Note, however, that there are \( \ell(n + 1) \) parameters to estimate. This leaves \( n\ell \) overidentifying restrictions.\(^3\)

We can obtain consistent estimates of the \( n\ell \) matrix of coefficients \( \delta \) and the \( \ell \times 1 \) vector of coefficients \( \delta_m \) by minimizing the quadratic objective function:

\[ J_T \equiv g_T'S_T^{-1}g_T , \]  

where:

\[ g_T \equiv \frac{1}{T} \sum_{t=1}^{T} \varepsilon_t \otimes Z_{t-1}' , \]  

and \( S_T \) denotes a consistent estimate of:

\[ S_0 \equiv \sum_{j=-\infty}^{\infty} E[(\varepsilon_t \otimes Z_{t-1}'(\varepsilon_{t-j} \otimes Z_{t-j-1}')] . \]  

If the conditional CAPM is true then \( T \) times the minimized value of the objective function converges to a central chi-square random variable with \( n\ell \) degrees of freedom. Thus we can use this criterion as a measure of the overall goodness-of-fit of the model.

\(^3\) An econometric specification of this form is explored for New York Stock Exchange returns in Harvey (1989) and Huang (1989), for 17 international equity returns in Harvey (1991), for international bond returns in Harvey, Solnik and Zhou (1995), and for emerging equity market returns in Harvey (1995).
D. Constant conditional betas

The econometric specification shown in (6) assumes that all of the conditional moments – the means, variances and covariances – change through time. If some of these moments are constant then we can construct more powerful tests of the conditional CAPM by imposing this additional structure. Traditionally, tests of the CAPM have focused on whether expected returns are proportional to the expected return on a benchmark portfolio. We can construct the same type of test within our conditional pricing framework with a specification of the form:

$$
\varepsilon_t = (r_t - r_{mt}\beta)'
$$

where $\beta$ is a row vector of $n$ beta coefficients. The coefficient $\beta_j$ represents the ratio of conditional covariance between the return on portfolio $j$ and the return on the benchmark to the conditional variance of the benchmark return.

Typically, we think of $r_{mt}$ as a proxy for the market portfolio. It is important to note, however, that the beta coefficients in (12) are left unrestricted. Thus (12) can also be interpreted as a test of a single factor latent variables model. In the latent variables framework, $\beta_j$ represents the ratio of conditional covariance between the return on portfolio $j$ and an unobserved factor to the conditional covariance between the return on the benchmark portfolio and this factor. The testable implication is that $E[\varepsilon_t|Z_{t-1}] = 0$ where $\varepsilon_t$ is the vector of pricing errors associated with the constant conditional beta model. There are $n\ell$ orthogonality conditions and $n$ parameters to estimate so we have $\ell(n-1)$ overidentifying restrictions.

Of course we can easily incorporate the restrictions on the conditional beta coefficients by changing the specification to:

$$
\varepsilon_t = (u_t \quad u_{mt} \quad b_t \quad e_t)' =
\begin{pmatrix}
[r_t - Z_{t-1}\delta]' \\
r_{mt} - Z_{t-1}\delta_m'
\end{pmatrix}'
\begin{pmatrix}
u_{mt}' \\
u_{mt}'\beta - u_{mt}u_{mt}'
\end{pmatrix}'
\begin{pmatrix}
l_t
\end{pmatrix}
$$

where $b$ is the disturbance vector associated with the constant conditional beta assumption. Tests based on this specification may shed additional light on the plausibility of the assumption of constant conditional betas. With $n$ assets there are $n + 1$ columns of innovations in the conditional means, $n$ columns in $b$ and $n$ columns in $e$. Thus there are $\ell(3n + 1)$ orthogonality conditions, $\ell(n + 1) + n$ parameters to estimate, and $n(2\ell - 1)$ overidentifying restrictions.

E. Constant conditional reward-to-risk ratio

Another formulation of the conditional CAPM assumes that the conditional reward-to-risk ratio is constant. The conditional reward-to-risk ratio,

---

4 See, for example, Hansen and Hodrick (1983), Gibbons and Ferson (1985) and Ferson (1990).
\[ E[r_{mt}|\Omega_{t-1}]/\text{Var}[r_{mt}|\Omega_{t-1}] \] is simply the price of covariance risk. This version of the conditional CAPM is examined in Campbell (1987) and Harvey (1989). The vector of pricing errors for the model becomes:

\[ e_t = r_t - \lambda u_t u_{mt}, \tag{14} \]

where \( \lambda \) is the conditional expected return on the market divided by its conditional variance. To complete the econometric specification we have to include models for the conditional means. The overall system is:

\[ \begin{bmatrix} e_t \\ u_t \\ u_{mt} \end{bmatrix} = \begin{bmatrix} [r_t - Z_{t-1} \delta]' \\ [r_{mt} - Z_{t-1} \delta_m]' \\ [r_t - \lambda (u_{mt} u_t)]' \end{bmatrix}. \tag{15} \]

With \( n \) assets there are \( n + 1 \) columns of innovations in the conditional means and \( n \) columns in \( e \). Thus with \( \ell \) instrumental variables there are \( \ell(2n + 1) \) orthogonality conditions and \( 1 + (\ell(n + 1)) \) parameters. This leaves \( n\ell - 1 \) overidentifying restrictions.

One way to simplify the estimation in (15) is to note that \( E[u_{mt} u_{jt}|Z_{t-1}] = E[u_{mt} r_{jt}|Z_{t-1}] \). This follows from the fact that:

\[ E[u_{mt} u_{jt}|Z_{t-1}] = E[u_{mt} (r_{jt} - Z_{t-1} \delta_j)|Z_{t-1}] \]
\[ = E[u_{mt} r_{jt}|Z_{t-1}] - E[u_{mt} Z_{t-1} \delta_j|Z_{t-1}] \]
\[ = E[u_{mt} r_{jt}|Z_{t-1}] - E[u_{mt}|Z_{t-1}] Z_{t-1} \delta_j \]
\[ = E[u_{mt} r_{jt}|Z_{t-1}]. \]

As a result, we can drop \( n \) of the conditional mean equations. The more parsimonious system is:

\[ \begin{bmatrix} e_t \\ u_t \end{bmatrix} = \begin{bmatrix} [r_{mt} - Z_{t-1} \delta_m]' \\ [r_t - \lambda (u_{mt} r_t)]' \end{bmatrix}. \tag{16} \]

Now we have \( n + 1 \) equations and \( \ell(n + 1) \) orthogonality conditions. With \( \ell + 1 \) parameters there are \( (n\ell) - 1 \) overidentifying restrictions. The specifications shown in (15) and (16) are asymptotically equivalent. But (16) is more computationally manageable.

The specifications in (15) and (16) do not restrict \( \lambda \) to be the conditional covariance to variance ratio. We can easily add this restriction:

\[ \begin{bmatrix} e_t \\ u_t \\ u_{mt} \\ m_t \end{bmatrix} = \begin{bmatrix} [r_t - Z_{t-1} \delta]' \\ [r_{mt} - Z_{t-1} \delta_m]' \\ [u_{mt}^2 \lambda - Z_{t-1} \delta_m]' \\ [r_t - \lambda (u_{mt} r_t)]' \end{bmatrix}, \tag{17} \]

where \( m \) is the disturbance associated with the constant reward-to-risk assumption. Tests of this specification should shed additional light on the plausibility of the assumption of a constant price of covariance risk. With \( n \) assets there are \( n \) columns in \( u \), one column in \( u_m \), one column in \( m \) and \( n \) columns in \( e \). Thus there
are $\ell(2n + 2)$ orthogonality conditions, $\ell(n + 1) + 1$ parameters, and $n - 1$ over-identifying restrictions.

\section*{F. Linear conditional betas}

Ferson and Harvey (1994, 1995) explore specifications where the conditional betas are modelled as a linear function of the instrumental variables. We could, for example, specify an econometric system of the form:

\begin{align*}
  u_{1it} &= r_{it} - Z_{t-1}^{iw} \delta_i \\
  u_{2i} &= r_{mt} - Z_{t-1}^{w} \delta_m \\
  u_{3it} &= [u_{2t}^2 (Z_{t-1}^{iw})' - r_{mt} u_{1it}]' \\
  u_{4it} &= \mu_i - Z_{t-1}^{iw} \delta_i \\
  u_{5it} &= (-\alpha_i + \mu_i) - Z_{t-1}^{iw} \delta_i (Z_{t-1}^{w} \delta_m)'
\end{align*}

where the elements of $Z_{t-1}^{iw} \kappa_i$ are the fitted conditional betas for portfolio $i$, $\mu_i$ is the mean return on portfolio $i$, and $\alpha_i$ is the difference between the unrestricted mean return and the mean return that incorporates the pricing restriction of the conditional CAPM. Note that (18) uses two sets of instruments. The set used to estimate the conditional mean return on portfolio $i$ and the conditional beta for the portfolio, $Z_{t-1}^{iw}$, includes both asset specific ($i$) and market-wide ($w$) instruments. The conditional mean return on the market is estimated using only the market-wide instruments. This yields an exactly identified system of equations.\footnote{For analysis of related systems see Ferson (1990), Shanken (1990), Ferson and Harvey (1991), Ferson and Harvey (1993), Ferson and Korajczyk (1995), Ferson (1995), Harvey (1995) and Jagannathan and Wang (1996).}

The intuition behind the system shown in (18) is straightforward. The first two equations follow from our assumption of linear conditional expectations. They represent statistical models for expected returns. The third equation follows from the definition of the conditional beta:

\begin{align*}
  \beta_{it} &= (E[u_{2t}^2 | Z_{t-1}^{w}])^{-1} E[r_{mt} u_{1it} | Z_{t-1}^{w}].
\end{align*}

In (18) the conditional beta is modelled as a linear function of both the asset-specific and market-wide information. The last two equations deliver the average pricing error for the conditional CAPM. Note that $\mu_i$ is the average fitted return from the statistical model. Thus $\alpha_i$ is the difference between the average fitted return from our statistical model and the fitted return implied by the pricing relation of conditional CAPM. It is analogous to the Jensen $\alpha$. In the current analysis, however, both the betas and the risk premiums are changing through time.

Because of the complexity and size of the above system it is difficult to estimate from more one asset at a time. Thus, in general, not all the cross-sectional restrictions of conditional CAPM can be imposed, and it is not possible to report a multivariate test of whether the $\alpha_i$ are equal to zero. Note, however, that (18)
does impose one important cross-sectional restriction. Because the system is exactly identified, the market risk premium, \( Z_{t-1}^{\omega} \delta_m \), will be identical for every asset examined. There are no overidentifying restrictions, so tests of the model are based on whether the coefficient \( \alpha_i \) is significantly different from zero. Additional insights might be gained by analyzing the time-series properties of the disturbance:

\[
\begin{align*}
  u_{6it} &= r_{it} - Z_{t-1}^{i,w} \kappa_i (Z_{t-1}^{\omega} \theta)' . 
\end{align*}
\]  

Under the null hypothesis, \( E[u_{6it} | Z_{t-1}^{i,w}] \) is equal to zero. Thus diagnostics can be conducted by regressing \( u_{6it} \) on various information variables. We could also construct tests for time-varying of betas based on the coefficient estimates associated with \( Z_{t-1}^{i,w} \kappa_i \).

3. Models with multiple betas

A. The multi-beta conditional CAPM

The conditional CAPM can easily be generalized to a model that has multiple sources of risk. Consider, for example, a \( k \)-factor pricing relation of the form:

\[
\begin{align*}
  E[r_i | Z_{t-1}] &= E[f_i | Z_{t-1}] \left( E[u_{f,i} u_{f,i}| Z_{t-1}] \right)^{-1} E[u_{f,i} u_i | Z_{t-1}] 
\end{align*}
\]  

where \( r \) is a row vector of \( n \) asset returns, \( f \) is \( 1 \times K \) vector of factor realizations, \( u_f \) is a vector of innovations in the conditional means of the factors, and \( u \) is a vector of innovations in the conditional means of the returns. The first term on the right-hand side of (21) represents the conditional expectation of the factor realizations. It has dimension \( 1 \times k \). The second term is the inverse of the \( k \times k \) conditional variance-covariance matrix of the factors. The final term measures the conditional covariance of the asset returns with the factors. Its dimension is \( k \times n \).

The multi-beta pricing relation shown in (21) cannot be tested in the same manner as its single-beta counterpart. Recall that in our analysis of single-beta models it was possible to take the conditional variance of the market return to the left-hand side of the pricing relation. As a result, we could move the conditional means inside the expectations operator. This is not possible with a multi-beta specification. We can, however, get around this problem by focusing on specializations of the multi-beta model that parallel those discussed in the previous section. We begin by considering specifications that restrict the conditional betas to be linear functions of the instruments.

B. Linear conditional betas

The multi-beta analogue of the linear conditional beta specification shown in (18) takes the form:
\[ u_{1it} = r_{it} - Z_{i-1}^{i,w} \delta_i \]
\[ u_{2it} = f_t - Z_{i-1}^{w} \delta_f \]
\[ u_{3it} = [u_{2i}'u_{2i}(Z_{i-1}^{i,w} \kappa_i)' - f_{1i}'u_{1it}]' \]
\[ u_{4it} = \mu_i - Z_{i-1}^{i,w} \delta_i \]
\[ u_{5it} = (-\alpha_i + \mu_i) - Z_{i-1}^{i,w} \kappa_i(Z_{i-1}^{i,w} \delta_f)' \]

(22)

where the elements of \( Z_{i-1}^{i,w} \kappa_i \) are the fitted conditional betas associated with the \( k \) sources of risk and \( f \) is a row vector of factor realizations. Note that as before the system is exactly identified, and the vector of conditional betas:

\[ \beta_{it} = (E[u_{2i}'u_{2i}|Z_{i-1}^{w}])^{-1}E[f_{1i}'u_{1it}|Z_{i-1}^{w}] . \]

(23)

is modelled as a linear function, \( Z_{i-1}^{i,w} \kappa_i \), of the instruments. This specification can be tested by assessing the statistical significance of the pricing errors and checking to see whether the disturbance:

\[ u_{6it} = r_{it} - Z_{i-1}^{i,w} \kappa_i(Z_{i-1}^{w} \delta_f)' , \]

(24)

is orthogonal to instruments. The primary advantage of the above formulation is that fitted values are obtained for the risk premiums, the expected returns, and the conditional betas. Thus it is simple to conduct diagnostics that focus on the performance of the model. Its main disadvantage is that it requires a heavy parameterization.

C. Constant conditional reward-to-risk ratios

Harvey (1989) suggests an alternative approach for testing multi-beta pricing relations. His strategy is to assume that the conditional reward-to-risk ratio is constant for each factor. This results in a multi-beta analogue of the specification shown in (15):

\[ e_t = (u_t \quad u_{ft} \quad e_t)' = \begin{pmatrix} [r_t - Z_{t-1}^{i} \delta_i]' \\ [f_t - Z_{t-1}^{w} \delta_f]' \\ [r_t - \lambda(u_{ft}', u_t)']' \end{pmatrix} , \]

(25)

where \( \lambda \) is a row vector of \( k \) time-invariant reward-to-risk measures. The above system can be simplified to:

\[ e_t = (u_{ft} \quad e_t)' = \begin{pmatrix} [f_t - Z_{t-1}^{w} \delta_f]' \\ [r_t - \lambda(u_{ft}', u_t)']' \end{pmatrix} , \]

(26)

using the same approach that allowed us to simplify the single-beta specification discussed earlier.\(^6\)

\(^6\) Kan and Zhang (1995) generalize this formulation by modelling the conditional reward-to-risk ratios as linear functions of the instrumental variables. Their approach eliminates the need for asset-specific instruments and permits joint estimation of the pricing relation using multiple portfolios. But the type of diagnostics that fall out of the linear conditional beta model – fitted expected returns, betas, etc. – are no longer available.
4. Latent variables models

The latent variables technique introduced by Hansen and Hodrick (1983) and Gibbons and Ferson (1985) provides a rank restriction on the coefficients of the linear specifications that are assumed to describe expected returns. Suppose we assume that ratio formed by taking the conditional beta for one asset and dividing it by the corresponding conditional beta another asset is constant. Under these circumstances, the $k$-factor conditional beta pricing model implies that all of the variation in the expected returns is driven by changes in the $k$ conditional risk premiums. We can still form our estimates of the conditional means by projecting returns on the $\ell$-dimensional vector of instrumental variables. But if all the variation in expected returns is being driven changes in the $k$ risk premiums then we should not need all $n\ell$ projection coefficients to characterize the time variation in the $n$ returns. Thus the basic idea of the latent variables technique is to test restrictions on the rank of the projection coefficient matrix.

A. Constant conditional beta ratios

First we take the vector of excess returns on our set of portfolios and partition it as:
\[
    r_t = \begin{pmatrix} r_{1t} \\ r_{2t} \end{pmatrix},
\]
where $r_{1t}$ is a $1 \times k$ vector of returns on the reference assets and $r_{2t}$ is a $1 \times (n - k)$ vector of returns on the test assets. Then we partition the matrix of conditional beta coefficients associated with our multi-factor pricing model accordingly:
\[
    \beta = \begin{pmatrix} \beta_1 \\ \beta_2 \end{pmatrix},
\]
where $\beta_1$ is $k \times k$ and $\beta_2$ is $k \times (n - k)$. The pricing relation for the multi-beta model tells us that:
\[
    E[r_{1t} | Z_{t-1}] = \gamma_t \beta_1
\]
and
\[
    E[r_{2t} | Z_{t-1}] = \gamma_t \beta_2,
\]
where $\gamma_t$ is a $1 \times k$ vector of time-varying market-wide risk premiums. We can manipulate (36) to obtain the relation $\gamma_t = E[r_{1t} | Z_{t-1}] \beta_1^{-1}$. Substituting this expression for $\gamma_t$ into (37) yields the pricing restriction:
\[
    E[r_{2t} | Z_{t-1}] = E[r_{1t} | Z_{t-1}] \beta_1^{-1} \beta_2.
\]
This says that the conditional expected returns on the test assets are proportional to the conditional expected returns on the reference assets. The constants of proportionality are determined by ratios of conditional betas.
The pricing relation in (38) can be tested in much the same manner as the models discussed earlier. The only real difference is that we no longer have to identify the factors. One possible specification is:

$$\begin{align*}
e_t = (u_{1t} & \quad u_{2t} \quad e_t)' = \\
&\begin{pmatrix}
[r_{1t} - Z_{t-1} \delta_1'] \\
[r_{2t} - Z_{t-1} \delta_2'] \\
[Z_{t-1} \delta_2 - Z_{t-1} \delta_1 \Phi']
\end{pmatrix}
\end{align*}$$

(39)

where $\Phi \equiv \beta_1^{-1} \beta_2$. There are $k$ columns in $u_{1t}$, $n - K$ columns in $u_{2t}$ and $n - k$ columns in $e_t$. Thus we have $\ell(2n - k)$ orthogonality conditions and $\ell n + k(n - k)$ parameters. This leaves $(\ell - k)(n - k)$ overidentifying restrictions. Note that both the number of instrumental variables and the total number of assets must be greater than the number of factors.

B. Linear conditional covariance ratios

An important disadvantage of (39) is that the ratio of conditional betas, $\Phi = \beta_1^{-1} \beta_2$, is assumed to be constant. One way to generalize the latent variables model is to assume the elements of $\Phi$ are linear in the instrumental variables. This assumption follows naturally from the previous specifications that imposed the assumption of linear conditional betas. The resulting latent variables system is:

$$\eta_t = (u_{1t} \quad u_{2t} \quad \ell_t)' = \begin{pmatrix}
[r_{1t} - Z_{t-1} \delta_1'] \\
[r_{2t} - Z_{t-1} \delta_2'] \\
[Z_{t-1} \delta_2 - Z_{t-1} \delta_1 \Omega (Z_{t-1}) \Phi']
\end{pmatrix},$$

(40)

where $\ell$ is a $k \times 1$ vector of ones. With the original set of instruments the dimension of $\Phi^*$ in the final set of moment conditions is $\ell(n - k)$ and the system is not identified. Thus the researcher must specify some subset of the original instruments, $Z^*$, with dimension $\ell^* < \ell$ to be used in the estimation.

Finally, the parameterization in both (39) and (40) can be reduced by substituting the third equation block into the second block. For example,

$$\begin{align*}
e_t = (u_{1t} \quad e_t)' = \\
&\begin{pmatrix}
[r_{1t} - Z_{t-1} \delta_1'] \\
[r_{2t} - Z_{t-1} \delta_1 \Phi']
\end{pmatrix}
\end{align*}$$

(41)

In this system, it is not necessary to estimate $\delta_2$.

5. Generalized method of moments estimation

Contemporary empirical research in financial economics makes frequent use of a wide variety of econometric techniques. The generalized method of moments has proven to be particularly valuable, however, especially in the area of estimating and testing asset pricing models. This section provides an overview of the gen-

---

7 Harvey, Solnik and Zhou (1995) and Zhou (1995) show to construct analytic tests of latent variables models.

8 See Ferson and Foerster (1994).
generalized method of moments (GMM) procedure. We begin by illustrating the intuition behind GMM using a simple example of classical method of moments estimation. This is followed by brief discussion of the assumptions underlying the GMM approach to estimation and testing along with a review of some of the key distributional results. For detailed proofs of the consistency and asymptotic normality of GMM estimators see Hansen (1982), Gallant and White (1988), and Potscher and Prucha (1991a,b).

A. The Classical method of moments

The easiest way to illustrate the intuition behind the GMM procedure is to consider a simple example of classical method of moments (CMM) estimation. Suppose we observe a random sample \(x_1, x_2, \ldots, x_T\) of \(T\) observations drawn from a distribution with probability density function \(f(x; \theta)\), where \(\theta \equiv [\theta_1, \theta_2, \ldots, \theta_k]\) denotes a \(k \times 1\) vector of unknown parameters. The CMM approach to estimation exploits the fact that in general the \(j^{th}\) population moment of \(x\) about zero:

\[
m_j \equiv \mathbb{E}[x^j],
\]

(42)

can be written as known function of \(\theta\). To implement the CMM procedure we first compute the \(j^{th}\) sample moment of \(x\) about zero:

\[
\hat{m}_j = \frac{1}{T} \sum_{i=1}^{T} x_i^j.
\]

(43)

Then we set the \(j^{th}\) sample moment equal to the corresponding population moment for \(j = 1, 2, \ldots, k\):

\[
\hat{m}_1 = m_1(\theta) \\
\hat{m}_2 = m_2(\theta) \\
\vdots \\
\hat{m}_k = m_k(\theta)
\]

(44)

This yields a set of \(k\) equations in \(k\) unknowns that can be solved to obtain an estimator for the unknown vector \(\theta\). Thus the basic idea behind the CMM procedure is to estimate \(\theta\) by replacing population moments with their sample analogues.

Now let's take a more concrete version of the above example. Suppose that \(x_1, x_2, \ldots, x_T\) is a random sample of size \(T\) drawn from a normal distribution with mean \(\mu\) and variance \(\sigma^2\). To obtain the classical method of moments estimators of \(\mu\) and \(\sigma^2\) we note that \(\sigma^2 = m_2 - (m_1)^2\). This implies that the system of moments equations takes the form:

\[
\frac{1}{T} \sum_{i=1}^{T} x_i = \mu
\]

\[
\frac{1}{T} \sum_{i=1}^{T} x_i^2 = \sigma^2 + \mu^2.
\]

(45)
Consequently, the CMM estimators for the mean and variance are:

\[ \hat{\mu} = \frac{1}{T} \sum_{i=1}^{T} x_i \]
\[ \hat{\sigma}^2 = \frac{1}{T} \sum_{i=1}^{T} x_i^2 - \left( \frac{1}{T} \sum_{i=1}^{T} x_i \right)^2 \]  

(46)

Notice that these are also the maximum likelihood estimators of \( \mu \) and \( \sigma^2 \).

**B. The Generalized method of moments**

The classical method of moments is just a special case of the generalized method of moments developed by Hansen (1982). This latter procedure provides a general framework for estimation and hypothesis testing that can be used to analyze a wide variety of dynamic economic models. Consider, for example, the class of models that generate conditional moment restrictions of the form:

\[ E_t[u_{t+1}] = 0 , \]  

(47)

where \( E_t[\cdot] \) is the expectations operator conditional on the information set at time \( t \), \( u_{t+1} \equiv h(X_{t+1}, \theta_0) \) is an \( n \times 1 \) vector of vector of disturbance terms, \( X_{t+1} \) is an \( s \times 1 \) vector of observable random variables, and \( \theta_0 \) is an \( m \times 1 \) vector of unknown parameters. The basic idea behind the GMM procedure is to exploit the moment restrictions in (47) to construct a sample objective function whose minimizer is a consistent and asymptotically normal estimate of the unknown vector \( \theta_0 \).

In order to construct such an objective function, however, we need to make some assumptions about the nature of the data generating process. Let \( Z_t \) denote the date \( t \) realization of an \( \ell \times 1 \) vector of observable instrumental variables. We assume, following Hansen (1982), that the vector process \( \{X_t, Z_t\}_{t=-\infty}^{\infty} \) is strictly stationary and ergodic. Note that this assumption rules out a number of features sometimes encountered in economic data such as deterministic trends, unit roots, and unconditional heteroskedasticity. It accommodates many common forms of conditional heterogeneity, however, and it does not appear to be overly restrictive in most applications.\(^9\)

With suitable restrictions on the data generating process in place we can proceed to construct the GMM objective function. First we form the Kronecker product:

\[ f(X_{t+1}, Z_t, \theta_0) \equiv u_{t+1} \otimes Z_t \]  

(48)

Then we note that because \( Z_t \) is in the information set at time \( t \), the model in (47) implies that:

\(^9\)Although it is possible to establish consistency and asymptotic normality of GMM estimators under weaker assumptions, the associated arguments are too complex for an introductory discussion. The interested reader can consult Potscher and Prucha (1991a,b) for an overview of recent advances in the asymptotic theory of dynamic nonlinear econometric models.
\[ E_t[f(X_{t+\tau}, Z_t, \theta_0)] = 0 \]  

(49)

Applying the law of iterated expectations to equation (49) yields the unconditional restriction:

\[ E[f(X_{t+\tau}, Z_t, \theta_0)] = 0 \]  

(50)

Equation (50) represents a set of \( n \ell \) population orthogonality conditions. The sample analogue of \( E[f(X_{t+\tau}, Z_t, \theta)] \):

\[ g_T(\theta) = \frac{1}{T} \sum_{t=1}^{T} f(X_{t+\tau}, Z_t, \theta) \]  

(51)

forms the basis for the GMM objective function. Note that for any given value of \( \theta \) the vector \( g_T(\theta) \) is just the sample mean of \( T \) realizations of the random vector \( f(X_{t+\tau}, Z_t, \theta) \). Given that \( f(\cdot) \) is continuous and \( \{X_t, Z_t\}_{t=-\infty}^{\infty} \) is strictly stationary and ergodic we have:

\[ g_T(\theta) \overset{p}{\rightarrow} E[f(X_{t+\tau}, Z_t, \theta)] \]

(52)

by the law of large numbers. Thus if the economic model is valid the vector \( g_T(\theta_0) \) should be close to zero when evaluated for a large number of observations. The GMM estimator of \( \theta_0 \) is obtained by choosing the value of \( \theta \) that minimizes the overall deviation of \( g_T(\theta) \) from zero. As long as \( E[f(X_{t+\tau}, Z_t, \theta)] \) is continuous in \( \theta \) it follows that this estimator is consistent under fairly general regularity conditions.

If the model is exactly identified \( (m = n\ell) \), the GMM estimator is the value of \( \theta \) that sets the sample moments equal to zero. For the more common situation where the model is overidentified \( (m < n\ell) \), finding a vector of parameters that sets all of the sample moments equal to zero is not feasible. It is possible, however, to find a value of \( \theta \) that sets \( m \) linear combinations of the \( n\ell \) sample moment conditions equal to zero. We simply let \( A_T \) be an \( m \times n\ell \) matrix such that \( A_T g_T(\theta) = 0 \) has a well-defined solution. The value of \( \theta \) that solves this system of equations is the GMM estimator. Although we have considerable leeway in choosing the weighting matrix \( A_T \), Hansen (1982) shows that the variance-covariance matrix of the estimator is minimized by letting \( A_T \) equal \( D_T S_T^{-1} \) where \( D_T \) and \( S_T \) are consistent estimates of:

\[ D_0 \equiv E \left[ \frac{\partial h(X_{t+\tau}, \theta)}{\partial \theta'}_{\theta_0} \otimes Z_t \right] \quad \text{and} \quad S_0 \equiv \sum_{j=-\infty}^{\infty} \Gamma_0(j) \]  

(53)

with \( \Gamma_0(j) \equiv E[f(X_{t+\tau}, Z_t, \theta_0) f(X_{t+\tau-j}, Z_{t-j}, \theta_0)'] \). Before considering how to derive this result we first have to establish the asymptotic normality of GMM estimators.

C. Asymptotic normality of GMM estimators

We begin by expressing equation (51) as:
\[ \sqrt{T}g_T(\theta) = \frac{1}{\sqrt{T}} \sum_{t=1}^{T} f(X_{t+\tau}, Z_t, \theta) . \] (54)

The assumption that \( \{X_t, Z_t\}_{t=-\infty}^{\infty} \) is stationary and ergodic, along with standard regularity conditions, implies that a version of the central limit theorem holds. In particular we have that:

\[ \sqrt{T}g_T(\theta_0) \xrightarrow{d} N(0, S_0) , \] (55)

with \( S_0 \) given by (53). This result allows us to establish the limiting distribution of the GMM estimator \( \theta_T \). First we make the following assumptions:

1. The estimator \( \theta_T \) converges in probability to \( \theta_0 \).
2. The weighting matrix \( A_T \) converges in probability to \( A_0 \) where \( A_0 \) has rank \( m \).
3. Define:

\[ D_T = \frac{1}{T} \sum_{t=1}^{T} \left( \frac{\partial h(X_{t+\tau}, \theta)}{\partial \theta'} \right|_{\theta_0} \otimes Z_t \). \] (56)

For any \( \theta_T \) such that \( \theta_T \xrightarrow{p} \theta_0 \) the matrix \( D_T \) converges in probability to \( D_0 \) where \( D_0 \) has rank \( m \).

Then we apply the mean value theorem to obtain:

\[ g_T(\theta_T) = g_T(\theta_0) + D_T^*(\theta_T - \theta_0) , \] (57)

where \( D_T^* \) is given by (56) with \( \theta_T \) replaced by a vector \( \theta_T^* \) that lies somewhere within the interval whose endpoints are given by \( \theta_T \) and \( \theta_0 \). Recall that \( \theta_T \) is the solution to the system of equations \( A_T g_T(\theta) = 0 \). So if we premultiply equation (57) by \( A_T \) we have:

\[ A_T g_T(\theta_0) + A_T D_T^*(\theta_T - \theta_0) = 0 . \] (58)

Solving (58) for \( (\theta_T - \theta_0) \) and multiplying by \( \sqrt{T} \) gives:

\[ \sqrt{T}(\theta_T - \theta_0) = -[A_T D_T^*]^{-1} A_T \sqrt{T} g_T(\theta_0) , \] (59)

and by Slutsky’s theorem we have:

\[ \sqrt{T}(\theta_T - \theta_0) \xrightarrow{d} -[A_0 D_0]^{-1} A_0 \times \{\text{the limiting distribution of } \sqrt{T} g_T(\theta_0)\} . \] (60)

Thus the limiting distribution of the GMM estimator is:

\[ \sqrt{T}(\theta_T - \theta_0) \xrightarrow{d} N(0, (A_0 D_0)^{-1} A_0 S_0 A_0' (A_0 D_0)^{-1}) . \] (61)

Now that we know the limiting distribution of the generic GMM estimator we can determine the best choice for the weighting matrix \( A_T \). The natural metric by
which to measure our choice is the variance-covariance matrix of the distribution shown in (61). We want, in other words, to choose the $A_T$ that minimizes the variance-covariance matrix of the limiting distribution of the GMM estimator.

D. The asymptotically efficient weighting matrix

The first step in determining the efficient weighting matrix is to note that $S_0$ is symmetric and positive definite. Thus $S_0$ can be written as $S_0 = PP'$ where $P$ is nonsingular, and we can express the variance-covariance matrix in (61) as:

$$V \equiv (A_0 D_0)^{-1} A_0 S_0 A_0' (A_0 D_0)^{-1}$$

$$= (A_0 D_0)^{-1} A_0 P (A_0 D_0)^{-1} A_0 P'$$

$$= (H + (D_0' S_0^{-1} D_0)^{-1} D_0' (P')^{-1}) (H + (D_0' S_0^{-1} D_0)^{-1} D_0' (P')^{-1})'$$

(62)

where:

$$H \equiv (A_0 D_0)^{-1} A_0 P - (D_0' S_0^{-1} D_0)^{-1} D_0' (P')^{-1}.$$

At first it may appear a bit odd to define $H$ in this manner, but it simplifies the problem of finding the efficient choice for $A_T$. To see why this is true note that:

$$H P^{-1} D_0 = (A_0 D_0)^{-1} A_0 P P^{-1} D_0 - (D_0' S_0^{-1} D_0)^{-1} D_0' (P')^{-1} P^{-1} D_0$$

$$= I - I$$

$$= 0$$

(63)

As a consequence equation (62) reduces to:

$$V = HH' + (D_0' S_0^{-1} D_0)^{-1}$$

(64)

Because $H$ is an $m \times n\ell$ matrix with rank $m$ it follows that $HH'$ is positive definite. Thus $(D_0' S_0^{-1} D_0)^{-1}$ is the lower bound on the asymptotic variance-covariance matrix of the GMM estimator. It is easily verified by direct substitution that choosing $A_0 = D_0' S_0^{-1}$ achieves this lower bound.

This completes our review of the distribution theory for GMM estimators. Next we want to consider some of the practical aspects of GMM estimation and see how we might go about testing the restrictions implied economic models. We begin with a strategy for implementing the GMM procedure.

E. The estimation procedure

To obtain an estimate for the vector of unknown parameters $\theta_0$ we have to solve the system of equations:

$$A_T g_T(\theta) = 0.$$

Substituting the optimal choice for the weighting matrix into this expression yields:
\[ D_T^* S_T^{-1} g_T(\theta) = 0 \quad (65) \]

where \( S_T \) is a consistent estimate of the matrix \( S_0 \). But it is apparent that \( (65) \) is just the first-order condition for the problem:

\[
\min_{\theta} J_T(\theta) \equiv g_T(\theta)' S_T^{-1} g_T(\theta). \quad (66)
\]

So given a consistent estimate of \( S_0 \) we can obtain the GMM estimator for \( \theta_0 \) by minimizing the quadratic form shown in equation \( (66) \).

In order to estimate \( \theta_0 \) we need a consistent estimate of \( S_0 \). But, in general, \( S_0 \) is a function of \( \theta_0 \). The solution to this dilemma is to perform a two-step estimation procedure. Initially we set \( S_T \) equal to the identify matrix and perform the minimization to get a first-stage estimate for \( \theta_0 \). Although this estimate is not asymptotically efficient it is still consistent. Thus we can use it to construct a consistent estimate of \( S_0 \). Once we have a consistent estimate of \( S_0 \) we obtain the second-stage estimate for \( \theta_0 \) by minimizing the quadratic form shown above.

Let’s assume that we have performed the two-step estimation procedure and obtained the efficient GMM estimate of the vector of parameters \( \theta_0 \). Typically we would like to have some way of evaluating how well the model fits the observed data. One way of obtaining such a goodness-of-fit measure is to construct a test of the overidentifying restrictions.

\[ F. \text{ The test for overidentifying restrictions} \]

Suppose the model under consideration is overidentified \( (m < n\ell) \). Under such circumstances we can develop a test for the overall goodness-of-fit of the model. Recall that by the mean value theorem we can express \( g_T(\theta_T) \) as:

\[
g_T(\theta_T) = g_T(\theta_0) + D_T^* (\theta_T - \theta_0). \quad (67)
\]

If we multiply equation \( (67) \) by \( \sqrt{T} \) and substitute for \( \sqrt{T}(\theta_T - \theta_0) \) from equation \( (59) \) we obtain:

\[
\sqrt{T}g_T(\theta_T) = (I - D_T^*(A_T D_T^*)^{-1} A_T)\sqrt{T}g_T(\theta_0). \quad (68)
\]

Substituting in the optimal choice for \( A_T \) yields:

\[
\sqrt{T}g_T(\theta_T) = (I - D_T^*(D_T^* S_T^{-1} D_T^*)^{-1} D_T^* S_T^{-1})\sqrt{T}g_T(\theta_0), \quad (69)
\]

so that by Slutsky’s theorem:

\[
\sqrt{T}g_T(\theta_T) \overset{d}{\to} (I - D_0(D_0' S_0^{-1} D_0)^{-1} D_0' S_0^{-1}) \times N(0, S_0). \quad (70)
\]

Because \( S_0 \) is symmetric and positive definite it can be factored as \( S_0 = PP' \), where \( P \) is nonsingular. Thus \( (70) \) can be written as:
\[
\sqrt{T}P^{-1}g_T(\theta_T) \rightarrow^d (I - P^{-1}D_0(D_0' S_0^{-1} D_0)^{-1} D_0' (P')^{-1}) \times N(0, I) .
\] (71)

The matrix premultiplying the normal distribution in (71) is idempotent with rank \(n\ell - m\). It follows, therefore, that the overidentifying test statistic:

\[
M_T \equiv T g_T(\theta_T) S_0^{-1} g_T(\theta_T)
\] (72)

converges to a central chi-square random variable with \(n\ell - m\) degrees of freedom. The limiting distribution of \(M_T\) remains the same if we use a consistent estimate \(S_T\) in place of \(S_0\).

Note that in many respects the test for overidentifying restrictions is analogous to the Lagrange multiplier test in maximum likelihood estimation. The GMM estimator of \(\theta_0\) is obtained by setting \(m\) linear combinations of the \(n\ell\) orthogonality conditions equal to zero. Thus there are \(n\ell - m\) linearly independent combinations which have not been set equal to zero. Suppose we took these \(n\ell - m\) linear combinations of the moment conditions and set them equal to a \((n\ell - m) \times 1\) vector of unknown parameters \(z\). The system would then be exactly identified and \(M_T\) would be identically equal to zero. Imposing the restriction that \(z = 0\) yields the efficient GMM estimator along with a quantity \(T g_T(\theta_T) S_0^{-1} g_T(\theta_T)\) that can be viewed as the GMM analogue of the score form of the Lagrange multiplier test statistic.

The test for overidentifying restrictions is appealing because it provides a simple way to gauge how well the model fits the data. It would also be convenient, however, to be able to test restrictions on the vector of parameters for the model.

As we shall see, such tests can be constructed in a straightforward manner.

### G. Hypothesis testing in GMM

Suppose that we are interested in testing restrictions on the vector of parameters of the form:

\[
q(\theta_0) = 0,
\] (73)

where \(q\) is a known \(p \times 1\) vector of functions. Let the \(p \times m\) matrix \(Q_0 = \partial q/\partial \theta'\) denote the Jacobian of \(q(\theta)\) evaluated at \(\theta_0\). By assumption \(Q_0\) has rank \(p\). We know that for the efficient choice of the weighting matrix the limiting distribution of the GMM estimator is:

\[
\sqrt{T}(\theta_T - \theta_0) \rightarrow^d N(0, (D_0' S_0^{-1} D_0)^{-1})
\] (74)

Thus under fairly general regularity conditions the standard large-sample test criteria are distributed asymptotically as central chi-square random variables with \(p\) degrees of freedom when the restrictions hold.

Let \(\theta_T^u\) and \(\theta_T^r\) denote the unrestricted estimator and the estimator obtained by minimizing \(J_T(\theta)\) subject to \(q(\theta) = 0\). The Wald test statistic is based on the unrestricted estimator. It takes the form:
\[ W_T = Tq(\theta_T')'(Q_T'(D_T'S_T^{-1}D_T)^{-1}Q_T')^{-1}q(\theta_T'), \]  

where \( Q_T, D_T \) and \( S_T \) are consistent estimates of \( Q_0, D_0 \) and \( S_0 \) computed using \( \theta_T^0 \). The Lagrange multiplier test statistic is constructed using the gradient of \( J_T(\theta) \) evaluated at restricted estimator. It is given by:

\[ LM_T = Tg_T(\theta_T')'S_T^{-1}D_T(D_T'S_T^{-1}D_T)^{-1}D_T'S_T^{-1}g_T(\theta_T'), \]

where \( D_T \) and \( S_T \) are consistent estimates of \( D_0 \) and \( S_0 \) computed from \( \theta_T^0 \). The likelihood ratio type test statistic is equal to the difference between the over-identifying test statistic for the restricted and unrestricted estimations:

\[ LR_T = T(g_T(\theta_T')'S_T^{-1}g_T(\theta_T') - g_T(\theta_T^0)'S_T^{-1}g_T(\theta_T^0)). \]

The same estimate \( S_T \) must be used for both estimations.

It should be clear from the foregoing discussion that a consistent estimate of \( S_0 \) is one of the key elements of the GMM approach to estimation and testing. In practice there are a number of different methods for estimating \( S_0 \), and the appropriate method often depends on the specific characteristics of the model under consideration. The discussion below provides an introduction to heteroskedasticity and autocorrelation consistent estimation of the variance-covariance matrix. A more detailed treatment can be found in Andrews (1991).

**H. Robust estimation of the variance-covariance matrix**

The variance-covariance matrix of \( \sqrt{T}g_T(\theta_0) \) is given by:

\[ S_0 = \sum_{j=-\infty}^{\infty} \Gamma_0(j), \]

where \( \Gamma_0(j) \equiv \text{E}[f(X_{t+j}, Z_t, \theta_0)f(X_{t+j}, Z_{t-j}, \theta_0)] \). Because we have assumed stationarity, this matrix can also be written as:

\[ S_0 = \Gamma_0(0) + \sum_{j=1}^{\infty} (\Gamma_0(j) + \Gamma_0(-j)'), \]

using the relation \( \Gamma_0(-j) = \Gamma_0(j)' \). Now we want to consider how we might go about estimating \( S_0 \) consistently. First take the scenario where the vector \( f(X_{t+j}, Z_t, \theta_0) \) is serially uncorrelated. Under such circumstances the second term on the right-hand side of equation (79) drops out and

\[ \Gamma_T(0) \equiv 1/T \sum_{t=1}^{T} f(X_{t+j}, Z_t, \theta_T)f(X_{t+j}, Z_{t-j}, \theta_T)' \]

provides a consistent estimate for \( S_0 \).

The case where \( f(\cdot) \) exhibits serial correlation is more complicated. Note that the sum in equation (79) contains an infinite number of terms. It is obviously
impossible to estimate each of these terms. One way to proceed would be to treat \( f(\cdot) \) as if it were serially correlated for a finite number of lags \( L \). Under such circumstances a natural estimator for \( S_0 \) would be:

\[
S_T = \Gamma_T(0) + \sum_{j=1}^{L} (\Gamma_T(j) + \Gamma_T(j)')
\]

(80)

where \( \Gamma_T(j) \equiv 1/T \sum_{t=1+j}^{T} f(X_{t+j}, Z_t, \theta_T) f(X_{t+j}, Z_{t+j}, \theta_T)' \). As long as the individual \( \Gamma_T(j) \) in equation (80) are consistent the estimator \( S_T \) will be consistent providing that \( L \) is allowed to increase at suitable rate as the sample size \( T \) increases. But the estimator of \( S_0 \) in (80) is not guaranteed to be positive semidefinite. This can lead to problems in empirical work.

The solution to this difficulty is to calculate \( S_T \) as a weighted sum of the \( \Gamma_T(j) \) where the weights gradually decline to zero as \( j \) increases. If these weights are chosen appropriately then \( S_T \) will be both consistent and positive semidefinite. Suppose we begin by defining the \( nT(L + 1) \times nT(L + 1) \) partitioned matrix:

\[
C_T(L) = \begin{bmatrix}
\Gamma_T(0) & \Gamma_T(1)' & \cdots & \Gamma_T(L)'
\Gamma_T(1) & \Gamma_T(0) & \cdots & \Gamma_T(L-1)'
\vdots & \vdots & \ddots & \vdots
\Gamma_T(L) & \Gamma_T(L-1) & \cdots & \Gamma_T(0)
\end{bmatrix}
\]

(81)

The matrix \( C_T(L) \) can always be written in the form \( C_T(L) = Y'Y \) where \( Y \) is an \( (T + L) \times nT(L + 1) \) partitioned matrix. Take \( L = 2 \) as an example. The matrix \( Y \) is given by:

\[
Y = \frac{1}{\sqrt{T}} \begin{bmatrix}
0 & 0 & f(X_{1+t}, Z_1, \theta_T)'
f(X_{1+t}, Z_1, \theta_T)' & \cdots & \vdots 
f(X_{1+t}, Z_t, \theta_T)' & \cdots & f(X_{T+t}, Z_T, \theta_T)'
f(X_{T+t}, Z_T, \theta_T)' & \cdots & 0
\end{bmatrix}
\]

(82)

From this result it follows that \( C_T(L) \) is a positive semidefinite matrix. Next consider the matrix:

\[
S_T(L) = [\alpha_0 I \quad \alpha_1 I \ldots \alpha_L I]
\begin{bmatrix}
\Gamma_T(0) & \cdots & \Gamma_T(L)'
\Gamma_T(1) & \cdots & \Gamma_T(L-1)'
\vdots & \ddots & \vdots
\Gamma_T(L) & \cdots & \Gamma_T(0)
\end{bmatrix}
[\alpha_0 I \quad \alpha_1 I \ldots \alpha_L I]
\]

(83)

where the \( \alpha_i \) are scalars. Because \( S_T(L) \) is the partitioned-matrix equivalent of a quadratic form in a positive semidefinite matrix it must also be positive semidefinite. Equation (83) can be rearranged to show that:
\[ S_T(L) = (\alpha_0^2 + \cdots + \alpha_L^2) \Gamma_T(0) + \sum_{j=1}^{L} \left( \sum_{i=0}^{L-j} \alpha_i \alpha_{i+j} \right) \left( \Gamma_T(j) + \Gamma_T(j)^t \right). \]  

(84)

The weighted sum on right-hand side of equation (84) has the general form of an estimator for the variance-covariance matrix \( S_0 \). Thus if we select the \( \alpha_i \) so that the weights in (84) are a decreasing function of \( L \) and we allow \( L \) to increase with the sample size at an appropriately slow rate we obtain a consistent positive semidefinite estimator for \( S_0 \).

The modified Bartlett weights proposed by Newey and West (1987) have been used extensively in empirical research. Let \( w_j \) be the weight placed on \( \Gamma_T(j) \) in the calculation of the variance-covariance matrix. The weighting function for modified Bartlett weights takes the form:

\[ w_j = \begin{cases} 
1 - \frac{j}{L+1} & j = 0, 1, 2, \ldots, L \\
0 & j > L,
\end{cases} \]  

(85)

where \( L \) is the lag truncation parameter. Note that these weights are obtained by setting \( \alpha_i = 1/\sqrt{L+1} \) for \( i = 0, 1, \ldots, L \). Newey and West (1987) show that if \( L \) is allowed to increase at a rate proportional to \( T^{1/3} \) then \( S_T \) based on these weights will be a consistent estimator of \( S_0 \). Although the weighting scheme proposed by Newey and West (1987) is popular, recent research has shown that other schemes may be preferable. Andrews (1991) explores both the theoretical and empirical performance of a variety of different weighting functions. Based on his results Parzen weights seem to offer an good combination of analytic tractability and overall performance. The weighting function for Parzen weights is:

\[ w_j = \begin{cases} 
1 - \frac{6j^2}{L^2} + \frac{6j^3}{L^3} & 0 \leq \frac{j}{L} \leq \frac{1}{2} \\
2(1 - \frac{j}{L})^3 & \frac{1}{2} \leq \frac{j}{L} \leq 1 \\
0 & \frac{j}{L} > 1
\end{cases} \]  

(86)

The final question we need to address is how choose the lag truncation parameter \( L \) in (86). The simplest strategy is to follow the suggestions of Gallant (1987) and set \( L \) equal to the integer closest to \( T^{1/5} \). The main advantage of this plug-in approach is that it yields an estimator that depends only on the sample size for the data set in question. An alternative strategy developed by Andrews (1991), however, may lead to better performance in small samples. He suggests the following data-dependent approach: use the first-stage estimate of \( \theta_0 \) to construct the sample analogue of \( f(X_{t+1}, Z_t, \theta_0) \). Then estimate a first-order autoregressive model for each element of this vector. The autocorrelation coefficients along with the residual variances can be used to estimate the value of \( L \) that minimizes the asymptotic truncated mean-squared-error of the estimator. Andrews (1991) presents Monte Carlo results that suggest that estimators of \( S_0 \) constructed in this manner perform well under most circumstances.
6. Closing remarks

Asset pricing models often imply that the expected return on an asset can be written as a linear function of one or more beta coefficients that measure the asset's sensitivity to sources of undiversifiable risk in the economy. This linear tradeoff between risk and expected return makes such models both intuitively appealing and analytically tractable. A number of different methods have been proposed for estimating and testing beta pricing models, but the method of instrumental variables is the approach of choice in most situations. The primary advantage of the instrumental variables approach is that it provides a highly tractable way of characterizing time-varying risk and expected returns.

This paper provides an introduction the econometric evaluation of both conditional and unconditional beta pricing models. We present numerous examples of how the instrumental variable methodology can be applied to various models. We began with a discussion of the conditional version of the Sharpe (1964) – Lintner (1965) CAPM and used it to illustrate how the instrumental variables approach could be used to estimate and test single beta models. Then we extended the analysis to models with multiple betas and introduced the concept of latent variables. We also provided an overview of the generalized method of moments approach (GMM) to estimation and testing. All of the techniques developed in this paper have applications in other areas of asset pricing as well.
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