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ABSTRACT

Studies of combined forecasts have typically constrained the combining weights to sum to one and have not included a constant term in the combination. In a recent paper, Granger and Ramanathan (1984) have argued in favour of an unrestricted linear combination, including a constant term. This paper shows that for the purpose of prediction it may make sense to impose restrictions on the combining model because of potential increases in forecasting efficiency. Empirical results show that small gains in forecasting efficiency can be obtained by restricting the linear combination of GNP forecasts from four econometric models.
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In a seminal paper, Bates and Granger (1969) showed that a linear combination of forecasts can outperform the individual forecasts. Subsequent studies on combined forecasts have focused on simple averages of the individual forecasts (e.g. Makridakis and Winkler, 1983) or weighted averages where the weights are constrained to sum to one (Newbold and Granger, 1974; Nelson, 1972; Dickinson, 1975). Many published studies have shown that simple averages or averages that take into account the relative precisions of the forecasts can perform better than the individual forecasts. However, combination techniques that attempt to make use of sample information about the interdependence of forecasts have performed poorly in general, and many schemes have been proposed for improving the performance of such combinations. Granger and Newbold (1977, chap. 8) provide an overview.

In a recent article Granger and Ramanathan (1984) propose including a constant term and not restricting the weights to sum to one in the linear combination of forecasts. They state that the 'common practice of obtaining a weighted average of alternative forecasts should ... be abandoned in favour of an unrestricted linear combination including a constant term' (emphasis in original). Essentially, Granger and Ramanathan suggest that we perform a simple OLS regression with the actual value as the dependent variable and the forecast values as the independent variables.

The purposes of this paper are (1) to examine analytically the implications of Granger's and Ramanathan's proposal and (2) to subject their claim to an empirical test. The message of the
paper is that it may indeed be appropriate to restrict the weights, or to require no constant term, or both, if the restricted combination results in a more efficient forecast. We show in the next section that there are potential gains in forecasting efficiency to be obtained by restricting the combinations, although the restricted combination may result in some bias in the forecast. Thus, the statistician must decide whether to accept some forecast bias for the sake of increased efficiency. In the second section, we present empirical results demonstrating that it may be worth while to impose the restrictions.

MODELS FOR COMBINING FORECASTS

For the following discussion we will assume that at time \(t - 1\) we have access to \(k\) forecasts, \(f_1, \ldots, f_k\), for \(\theta_t\), and that every forecast can be represented as a (possibly biased) estimate of \(\theta_t\):

\[
f_{it} = a_i + b_i \theta_t + u_{it}
\]

(1)

where \(u_i = (u_{1i}, \ldots, u_{ki})^T\) has a normal distribution with mean vector \((0, \ldots, 0)^T\) and covariance matrix \(\Sigma\). Furthermore, we assume that the vectors \(u_i\) are independent and identically distributed from one time period to the next. Finally, we will assume that we have available past observations for times \(t = 1, \ldots, t - 1\). Adopt the following notation:

\[
[\theta, F] = \begin{bmatrix}
\theta_1 \\
\vdots \\
\theta_{t-1}
\end{bmatrix}
\begin{bmatrix}
1 & f_{11} & \cdots & f_{k1} \\
\vdots & \vdots & & \vdots \\
1 & f_{1t-1} & \cdots & f_{kt-1}
\end{bmatrix}
\]

(2)

We include the vector of ones in the design matrix since in general we will be estimating regression coefficients including a constant term.

A regression model presupposes that we can write \(\theta_t\) as a linear combination of the forecasts \(f_1, \ldots, f_k\):

\[
\theta_t = \beta_0 + \beta_1 f_{1t} + \cdots + \beta_k f_{kt} + \varepsilon_t
\]

(3)

where the error term \(\varepsilon_t\) follows the ordinary least squares (OLS) assumptions. We can write this more compactly as

\[
\theta_t = f_t \beta + \varepsilon_t
\]

(4)

where \(f_t = (1, f_{1t}, \ldots, f_{kt})\) and \(\beta = (\beta_0, \ldots, \beta_k)^T\).

The OLS estimate of \(\beta\) is given by

\[
\hat{\beta} = (F^T F)^{-1} F^T \theta
\]

(5)

If we are then to forecast \(\theta_t\), given \(f_t\), let \(\hat{\theta}_t\) denote the OLS predictor:

\[
\hat{\theta}_t = f_t \hat{\beta}
\]

(6)

We know that \(E(\hat{\beta}) = \beta\), and so \(\hat{\theta}_t\) is an unbiased predictor of \(\theta_t\). Also, \(\text{Var}(\hat{\theta}_t) = \sigma^2 f_t (F^T F)^{-1} f_t^T\), where \(\sigma^2 = \text{Var}(\varepsilon_t)\). Furthermore, it is straightforward to show that

\[
E(\theta_t - \hat{\theta}_t)^2 = \sigma^2 (f_t (F^T F)^{-1} f_t^T + 1)
\]

(7)

Suppose, though, that we impose the restrictions that

\[
\beta_0 = 0
\]

(8)

and

\[
\beta_1 + \cdots + \beta_k = 1
\]

(9)
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Define

\[ R = \begin{bmatrix} 1 & 0 & 0 & \cdots & 0 \\ 0 & 1 & 1 & \cdots & 1 \end{bmatrix} \]

\[ \gamma = (0, 1)^T \]

We estimate \( \beta \) subject to the constraint that \( R\beta = \gamma \), using the same Lagrangian technique that Granger and Ramanathan employed, to find the constrained estimate \( \beta^* \):

\[ \beta^* = \hat{\beta} - (F^TF)^{-1}R^T[R(F^TF)^{-1}R^T]^{-1}R\hat{\beta} - \gamma \]  \hspace{1cm} (10)

Then the constrained prediction of \( \theta_t \) is given by

\[ \theta_t^* = f_t\beta^* \]  \hspace{1cm} (11)

We see that

\[ E(\theta_t^*) = f_t\{\beta - (F^TF)^{-1}R^TM[R\beta - \gamma]\} \]  \hspace{1cm} (12)

and

\[ \text{Var}(\theta_t^*) = \sigma^2\{f_t[(F^TF)^{-1} - (F^TF)^{-1}R^TM(RF^TF)^{-1}]f_t^T\} \]  \hspace{1cm} (13)

where \( M = [R(F^TF)^{-1}R^T]^{-1} \). From this we can show that

\[ E(\theta_t - \theta_t^*)^2 = \sigma^2\{f_t[(F^TF)^{-1} - (F^TF)^{-1}R^T(I - \sigma^{-2}M[R\beta - \gamma][R\beta - \gamma]^T)MR(F^TF)^{-1}]f_t^T + 1\} \]  \hspace{1cm} (14)

Comparing (14) and (7), we see that \( \theta_t^* \) will have the smaller mean squared error as long as \( L = M - \sigma^{-2}M[R\beta - \gamma][R\beta - \gamma]^TM \) is a positive definite matrix. The first term of \( L \) arises from the variance of \( \beta^* \) and the second term from the expectation of \( \beta^* \). Clearly, if \( R\beta = \gamma \), then the second term is a matrix of zeros. As a result \( L = M \) and \( E(\theta_t - \theta_t^*)^2 < E(\theta_t - \hat{\beta})^2 \) since \( M \) is positive definite. However, if \( R\beta \neq \gamma \) (the imposed restrictions are inappropriate) it is possible that \( L \) could be negative definite; the bias incurred by imposing the restrictions would more than offset the improved efficiency of \( \theta_t^* \), and thus the performance of \( \theta_t^* \) would be worse (in terms of mean squared error) than \( \hat{\theta}_t \).

A sufficient condition for \( R\beta = \gamma \) is that all \( k \) of the forecasts are unbiased, or \( a_i = 0 \) and \( b_i = 1 \) for \( i = 1, \ldots, k \). Although this assumption may often not be reasonable, if it is true then the regression can be written

\[ \theta_t = \beta_0 + \beta_1(\theta_t + u_{1t}) + \cdots + \beta_k(\theta_t + u_{kt}) + \epsilon_t \]

\[ = \beta_0 + (\beta_1 + \cdots + \beta_k)\theta_t + (\beta_1u_{1t} + \cdots + \beta_ku_{kt}) + \epsilon_t \]

For this to hold for every \( \theta_t \) and \( (u_{1t}, \ldots, u_{kt}) \), we must have \( \epsilon_t = -(\beta_1u_{1t} + \cdots + \beta_ku_{kt}) \) and (8) and (9).

These results suggest that, if we believe that our forecasters are unbiased, we should constrain the linear combination of the forecasts. If we believe that they are "almost" unbiased, we may still want to constrain the combination in order to gain increased efficiency even though this gain may be slightly offset by the incurred bias. In the context of combining forecasts we may want to impose (8) or (9) or both, depending on the characteristics of the underlying forecasts. In the next section we show that restricting the combination of U.S. GNP forecasts can improve the combined forecast performance compared to the unrestricted combination.
EMPIRICAL RESULTS: COMBINING GNP FORECASTS

Wharton Econometrics (Wharton), Chase Econometrics (Chase), Data Resources, Inc. (DRI) and the Bureau of Economic Analysis (BEA) make quarterly forecasts of many economic variables. We used their level forecasts of GNP in real dollars (1970–1982) (obtained directly from Wharton and BEA and from the Statistical Bulletin published by The Conference Board for Chase and DRI) to construct growth rate forecasts (in percentage terms), and we calculated the deviations from actual growth as determined from GNP reported in Business Conditions Digest. Forecasts over four different horizons (1, 2, 3 and 4 quarters) were analysed. For example, the one-quarter forecast made in January predicts the percentage change (annual rate) of GNP from January to March, whereas the four-quarter forecast made in January predicts the percentage change that will occur from October to December of that year.

BEA makes only one forecast per quarter, usually early in the quarter, based in part on the first report of GNP for the previous quarter. Since Wharton, Chase and DRI update their forecasts each month, we attempted to assemble forecasts from them that were comparable to BEA’s in timing and data used in making the forecast.

The data covered the 1970–1982 period. There were 46 observations available for each of the four forecast horizons. Each observation consisted of four forecasts and the actual value.

Exhibit 1 shows OLS estimates of the $a_s$ and $b_s$ for each forecaster and each of the four forecast horizons. These estimates were made using roughly the first half of the data. (Sample sizes vary due to missing data at the beginning of the series for Chase and DRI.) This allows an assessment of the forecasters before we begin evaluating the combined forecasts. Thus, we have acted as if we were at the beginning of 1976 (roughly) and were about to begin combining forecasts for the next period; a typical decision-maker in such a situation would (or at least should) have been interested in the recent performance of the forecasters.

The essential message conveyed by Exhibit 1 is that the $a_s$ and $b_s$ do not appear to be zeros and ones uniformly for all forecasters for any forecast horizon. Since the forecasters generally appear to be biased, both in terms of scale and a constant mean error, the combining method proposed by Granger and Ramanathan would appear to be appropriate.

Worth noting in Exhibit 1 is the overall decrease in $R^2$ as the forecast horizon increases, reflecting the notion that forecasting becomes less precise the further into the future one tries to forecast. Also, the Durbin–Watson statistic appears to decrease in general as the forecast horizon increases, which we may interpret as implying that serial correlation is more likely to be a problem for more distant predictions. This is an intuitive result. For example, two successive forecasts over long and overlapping periods would both be subject to any random shock that occurred after both forecasts were made and before the forecast random variables were realized.

Beginning with observation 24 and continuing through to the final one, the forecasts were combined on the basis of the preceding 20 observations. For example, in evaluating Granger’s and Ramanathan’s proposal we used observations $t-21$ to $t-1$ as the design matrix in a simple OLS regression to estimate the coefficients for combining forecasts made. Thus, the combined forecasts are ‘pure’ forecasts in the sense of Klein (1984); they represent combined forecasts that might have been made and used by decision makers at time $t$.

Exhibit 2 shows mean squared errors (MSE) and mean absolute errors (MAE) for four combination methods. Let constraint 1 indicate the constraint that $\beta_0 = 0$ (no constant) and constraint 2 that $\beta_1 + \cdots + \beta_s = 1$. Then the four methods are (I) OLS (unconstrained); (II) OLS with constraint 1; (III) OLS with constraint 2; (IV) OLS with both constraints.

Even though Exhibit 1 would lead us to believe that method I is the ‘correct’ model, it is evident from Exhibit 2 that there are gains to be made by including constraints in the combining
<table>
<thead>
<tr>
<th></th>
<th>Wharton</th>
<th>Chase</th>
<th>DRI</th>
<th>BEA</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>n</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1-quarter horizon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_i(S_{it})$</td>
<td>0.85(0.57)</td>
<td>0.86(0.51)</td>
<td>1.60(0.66)</td>
<td>1.35(0.49)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_i(S_{it})$</td>
<td>0.71(0.10)</td>
<td>0.75(0.09)</td>
<td>0.64(0.11)</td>
<td>0.73(0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.70</td>
<td>0.81</td>
<td>0.65</td>
<td>0.76</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>1.71</td>
<td>2.48</td>
<td>1.99</td>
<td>1.89</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>23</td>
<td>20</td>
<td>20</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>2-quarter horizon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_i(S_{it})$</td>
<td>2.67(0.70)</td>
<td>2.53(0.66)</td>
<td>3.44(0.54)</td>
<td>2.49(0.55)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_i(S_{it})$</td>
<td>0.44(0.12)</td>
<td>0.45(0.11)</td>
<td>0.37(0.09)</td>
<td>0.46(0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.38</td>
<td>0.48</td>
<td>0.49</td>
<td>0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>1.90</td>
<td>1.78</td>
<td>1.84</td>
<td>1.90</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>23</td>
<td>20</td>
<td>20</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>3-quarter horizon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_i(S_{it})$</td>
<td>2.72(0.53)</td>
<td>3.57(0.47)</td>
<td>3.75(0.50)</td>
<td>3.47(0.52)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_i(S_{it})$</td>
<td>0.29(0.09)</td>
<td>0.25(0.08)</td>
<td>0.20(0.09)</td>
<td>0.22(0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.35</td>
<td>0.35</td>
<td>0.23</td>
<td>0.24</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>2.38</td>
<td>1.67</td>
<td>1.67</td>
<td>2.22</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>23</td>
<td>20</td>
<td>20</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>4-quarter horizon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$a_i(S_{it})$</td>
<td>3.38(0.43)</td>
<td>4.08(0.48)</td>
<td>4.13(0.44)</td>
<td>4.38(0.45)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$b_i(S_{it})$</td>
<td>0.17(0.07)</td>
<td>0.12(0.08)</td>
<td>0.14(0.07)</td>
<td>0.05(0.07)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.21</td>
<td>0.11</td>
<td>0.16</td>
<td>0.02</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$d$</td>
<td>1.30</td>
<td>1.20</td>
<td>1.45</td>
<td>1.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$n$</td>
<td>23</td>
<td>20</td>
<td>20</td>
<td>23</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Exhibit 1. Evaluation of individual forecasters

(a) Mean absolute errors (MAE)

<table>
<thead>
<tr>
<th>Forecast horizon (quarters)</th>
<th>Wharton</th>
<th>Chase</th>
<th>DRI</th>
<th>BEA</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>n</th>
</tr>
</thead>
</table>

(b) Mean squared errors (MSE)

<table>
<thead>
<tr>
<th>Forecast horizon (quarters)</th>
<th>Wharton</th>
<th>Chase</th>
<th>DRI</th>
<th>BEA</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>n</th>
</tr>
</thead>
</table>

Method: (I) OLS
          (II) OLS with no constant
          (III) OLS with $\beta_1 + \cdots + \beta_4 = 1$
          (IV) OLS with no constant and $\beta_1 + \cdots + \beta_4 = 1$

Exhibit 2
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procedure. Exhibit 3 summarizes the performance results by indicating how often any given method outperformed the others. In terms of MAE and MSE both, it is clear that method II performed the best overall. Methods I, III and IV follow, although there is no clear ranking among the three. In terms of MSE, method I was outperformed more often than the other three methods.

In the preceding section we argued that imposing inappropriate constraints causes the improperly constrained combination to be biased. Exhibit 4 compares the mean errors among the four combination schemes. As predicted, in general the constrained methods yield mean errors with magnitude larger than method I. Only method III in horizons 3 and 4 and method II in horizon 4 had mean errors closer to zero than the corresponding mean error for method I. Also it is worth noting that a small mean error does not necessarily indicate small MAE or MSE; only in horizon 4 did the method with the smallest MAE and MSE also have the ME with the smallest magnitude.

<table>
<thead>
<tr>
<th>Forecast horizon (quarters)</th>
<th>Combining method</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>I</td>
</tr>
<tr>
<td>1</td>
<td>-0.838</td>
</tr>
<tr>
<td>2</td>
<td>-0.004</td>
</tr>
<tr>
<td>3</td>
<td>-0.324</td>
</tr>
<tr>
<td>4</td>
<td>-1.012</td>
</tr>
</tbody>
</table>

Exhibit 4. Mean errors (ME)
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The proposal has been made to abandon constrained linear combinations of forecasts in favour of unconstrained combinations on the grounds that the latter will yield better results. In making their proposal, Granger and Ramanathan focused on the smaller sum of squared errors that could be attained by using an unconstrained model. It is indeed true that unconstrained least squares will (by definition) result in the smallest sum of squared errors for the data used to fit the regression. The issue, however, is not to minimize the squared errors within the fitting data, but rather to improve the performance of the combination in forecasting outside the fitting data. We have shown how inclusion of constraints can improve forecast efficiency, and have suggested that in some cases the increased efficiency may more than offset any incurred bias.\(^1\)

The central notion presented here, that an increase in efficiency may be worth some added bias, is certainly not new. For example, ridge regression (Hoerl and Kennard, 1970) is often used to improve the efficiency of estimated regression parameters when multicollinearity is a problem. The efficiency comes at the price of some bias, but in multicollinearity problems this is a welcome trade-off. The results we have presented indicate that our combined forecasts also suffer from inefficiency in general. Exhibit 2 points this out dramatically. In general the combined forecasts did not perform substantially better than any of the individual forecasts, and in many cases the combinations perform worse than all of the individual forecasts. The imposition of constraints appears to have had some value in ameliorating this situation. The inefficiency of the combinations is a result of the multicollinearity in the individual forecast errors. For a detailed examination of this problem and a Bayesian model that improves the performance of a combined forecast, see Clemen and Winkler (1986).

Granger and Ramanathan state that the results in their example 'certainly indicate the superiority of Method C [OLS], although the amount of improvement is not always very large'. On the basis of our experiment, we would argue the opposite, but still with the same caveat. Perhaps more to the point is that both empirical tests involve small samples, a chronic problem in studies of combined forecasts. Simulation studies can overcome this problem and might provide valuable insight. For the purpose of making recommendations to practitioners, however, it seems more appropriate to focus on combining forecasts in as many real world situations as possible.
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\(^1\) The problems here are not unique to Granger's and Ramanathan's study. Poor forecasting performance by OLS, constrained or not, outside the fitting data can also be caused by structural changes. In this case, incorporating such changes into the model might produce better combined forecasts.
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