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Abstract

Several of the papers in this special issue are in one way or another linked to Cooke’s “classical” method for combining expert probability distributions. This comment focuses on characteristics of that method. In particular, I consider two questions: does the weighting scheme give the experts a positive incentive to report their beliefs honestly for each variable? How does Cooke’s method perform when evaluated out-of-sample?

1. Introduction

Congratulations to all of the authors represented in this special issue of Reliability Engineering and System Safety. Several of the articles herein relate in one way or another to Cooke’s “classical” method [1] for combining expert probability distributions, such as those that one might obtain in a risk assessment. To my knowledge, Cooke’s method is the most widely used formal approach for combining expert judgments. The method has been applied in many different settings as can be seen in Table 2 in Cooke and Goossens’ overview article in this issue (hereafter referred to as CG). Moreover, Cooke’s is the only method in use in which real data (“seed variables”) are the basis for evaluating the experts and calculating weights to use in combining their probabilities.

As someone who has worked in this area, in both research and practice, I can vouch for the difficulty of developing and applying expert combination models. The topics of the papers in this issue, ranging from evaluations and demonstrations of the method to extensions and variations, demonstrate the widespread interest in Cooke’s method. The other comments have provided interesting perspectives on the individual articles. Rather than commenting on the articles, I will focus my discussion on the classical method itself.

2. Calculating weights and strictly proper scoring rules

Cooke’s method is an example of a “linear opinion pool,” a weighted arithmetic average of the experts’ probability distributions. If we let \( F_i(x) \) denote expert \( i \)’s probability distribution for an uncertain variable of interest \( X \), then the linear opinion pool \( F_c(x) \) that results from combining \( k \) experts is

\[
F_c(x) = \sum_{i=1}^{k} w_i F_i(x),
\]

where the weight assigned to \( F_i(x) \) is \( w_i \), and \( \sum w_i = 1 \).

Although the linear opinion pool is a popular and intuitive combination method with many useful properties [1,2], there is no method for assigning weights that is derived entirely from first principles. One can, however, interpret the weights in a variety of ways, and each interpretation lends itself to a particular way to calculate the weights [3]. Cooke’s approach falls under the category of methods in which the weights are interpreted in terms of the experts’ relative performance. Strictly proper scoring rules are typically used as performance measures, because such scores give experts a positive incentive to report their probability beliefs honestly. Weighting expert judgments on the basis of relative performance on a scoring rule is perfectly reasonable, but it begs the question of what scoring rule to use, because different scoring rules lead to different weights [3]. Cooke’s method calculates an expert’s weight using a score that is a combination of separate calibration and information scores (see [1] and CG).
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My interest is in Cooke's calibration score. This score is in the form of the $p$-value of a statistical test of the null hypothesis that the expert is calibrated. Using an expert's assessed probabilities for the seed variables and the realizations for these variables, one can test this hypothesis, and Cooke takes the $p$-value for that test as a measure of the expert's degree of calibration. Cooke carefully and correctly points out that this scoring rule is for average probabilities; that is, an expert is scored on his or her assessments for a set of uncertain variables. In addition, Cooke proves that the scoring rule is asymptotically strictly proper [1, Proposition 9.6], which CG explain as follows:

[S]uppose an expert has given his quantile assessments for a large number of variables and subsequently learns that his judgments will be scored and combined according to the classical model. If (s)he were then given the opportunity to change the quantile values (e.g., the numbers 5%, 50%, or 95%) in order to maximize the expected weight, the expert would choose values corresponding to his/her true beliefs.

I have no question about the correctness of this interpretation; the logic and mathematics behind it [1] are impeccable. The concern, though, is about the expert's incentive. Consider an expert who has ten assessments to make and for each variable is asked for 10th, 50th, and 90th percentiles. The expert wants to be sure that he is perfectly calibrated on these ten assessments, in the sense that one of the realizations falls below its assessed 10th percentile, four fall between their 10th and 50th percentiles, another four fall between their 50th and 90th, and the remaining one falls above its 90th percentile. So he adopts the following strategy: For the first variable, he sets the 10th percentile extremely high, such that the realization is virtually assured to fall below the specified value. For the next four variables, he sets the 10th percentiles very low and the 50th percentiles very high, so that the four realizations are essentially certain to fall within these wide intervals. Similarly, for the next four variables he sets the 50th and 90th percentiles such that the intervals are extremely wide, and for the last variable he sets the 90th percentiles very low. (If ten variables are not enough to satisfy CG's requirement of a "large number of variables," the numbers in the example can be scaled up as much as the reader desires.)

When the realizations are reported and fall into intervals according to the expert's design, he will indeed be found to be perfectly calibrated. Moreover, before learning the realizations, if the expert were asked whether he wanted to change the probabilities associated with the empirical distribution of realizations (i.e., the average probabilities), he would undoubtedly say, "No, thank you. I am perfectly happy with the probabilities—I am satisfied that 10% of the realizations will indeed fall in the first bin, 40% in the next bin, and so on." And he would be saying that with complete honesty; changing the probabilities in any way would be inconsistent with his beliefs. This example shows that the "macro" incentive to report average probabilities honestly nevertheless allows the expert to manipulate the individual assessments in order to optimize the overall calibration score. A scoring rule for average probabilities cannot provide the "micro" incentive needed for an expert to report honestly on each variable.

One objection to this argument is that such an expert would score very low on the information portion of Cooke's score, and thus his weight would be reduced. This argument is correct; a tradeoff clearly exists between the calibration score and the information score, such that the expert can improve calibration through a strategy like the one described above at the expense of the information score. Presumably there is an optimum tradeoff, whereby the expert would specify the individual assessments to maximize the overall score. But is it the case that the expert's incentive to reduce entropy by reporting appropriately narrow intervals exactly offsets the incentive to manipulate the calibration score by broadening the intervals as described above, such that the net effect is that the expert should report his probability distribution honestly for each seed variable? To say it formally, let $r_i$ denote the $(m \times 1)$ vector of quantiles reported by the expert for the $i$th seed variable, and let $q_i$ denote the expert's true beliefs regarding these quantiles. Given $N$ seed variables, $R = (r_1, \ldots, r_N)$ and $Q = (q_1, \ldots, q_N)$ are $(m \times N)$ matrices that represent the expert's quantile reports and true beliefs, respectively, for the $N$ seed variables. Writing the expert's overall score as $S(\text{calibration score}, \text{information score})$, the question is whether

$$\arg \max_R [S(\text{calibration score}, \text{information score})] = Q.$$ 

In principle, this question could be answered, but it may prove to be intractable.

My argument above could be construed as an argument in favor of using scoring rules for individual variables. Cooke [1] argues that such scoring rules, originally designed as probability elicitation mechanisms, cannot be interpreted in any meaningful way—and hence are inappropriate for calculating expert weights—unless one knows the number of assessments made and the overall score's sampling distribution. Cooke's approach using average scoring rules does allow comparisons in situations where scoring rules for individual variables could not be used. Regardless, strictly proper scoring rules for individual variables can be interpreted in terms of average probabilities [4] and provide a positive incentive for the expert to report honestly for each variable. Moreover, such scoring rules can yield meaningful weights [3], provided the experts have assessed probabilities for the same seed variables, as is the case for many of the studies listed in CG.

Does my concern about the propriety of Cooke's method have serious implications for practice? Perhaps in some instances, but my own experience suggests that experts who become engaged in the assessment process want nothing more than to express their beliefs as clearly and accurately
as they can. Nevertheless, given the widespread interest in Cooke’s method, it seems appropriate for risk analysts to understand as much as possible about the method’s properties.

3. Out-of-sample performance

CG’s Table 2 lists 45 risk-assessment studies that have been performed using Cooke’s method. Both the number of studies and the diversity of topics are impressive. The performance measures show that in most cases the classical method (“performance weights,” hereafter PW) performs better than either equal weights (EQ) or the best expert (BE). In one case (#13) EQ performs best, and in two cases (#10, #22) BE performs best. In 15 cases, PW and BE have the same scores; these are cases in which all experts but one are so miscalibrated that their calibration scores fall below a critical level, and hence they receive zero weight. The remaining expert receives weight 1, making PW the same as BE.

All of the performance scores reported in CG’s Table 2 are calculated within-sample. That is, weights are calculated on the basis of the available data, and then performance scores are calculated using the same data. Moreover, as explained in CG and [1], the classical method includes a step in which the critical calibration threshold (z) is chosen to maximize PW’s overall score. Thus, it should come as no surprise that PW performs so well relative to the other two combination methods when evaluated within-sample.

Common practice in the analysis of forecasting methods is to evaluate and compare the performance of methods using out-of-sample data. Doing so provides a more authentic picture of a method’s performance than does within-sample evaluation. In risk assessment especially, decision makers should care about a method’s performance on the seed variables only to the extent that it accurately reflects performance on the variables of interest, for which realizations are not known.

If we can perform an out-of-sample analysis of Cooke’s method, what would we hope to learn? The crucial question is the relative performance of EQ and PW evaluated out-of-sample (PW*). If the within-sample results in CG hold for out-of-sample evaluation, then we would expect to find that PW* is better than EQ. However, much empirical literature in forecasting and risk assessment [2,5–8] suggests that EQ will perform well relative to PW*. A related question is whether some minimal number of seed variables is required to have (statistical) assurance that PW* performs better than EQ. From CG’s Table 2, we see that the effective number of seed variables in the studies ranges from five (#38, MVO seeds) to 47 (#30, Dike ring failure). Of the 45 studies, 23 have ten seeds or fewer, and all but nine have less than 20. Ten is a small number of seeds, and an important question is whether it is large enough to permit satisfactory evaluation of the experts and calculation of the combining weights.

Even with a small number of seed variables, it is still possible to get an idea of out-of-sample performance by using a resampling method [9]. In this case, we can use a simple “leave-one-out” procedure: for a given dataset with N seed variables,

1. Exclude seed variable i.
2. Calculate PW based on the remaining N−1 seed variables.
3. Record the combined distribution (quantiles) for seed variable i using weights calculated in step 2.
4. Set i = i + 1.
5. If i ≤ N, return to step 1 and repeat.
6. After collecting the N combined distributions, calculate the score for this set of distributions.

The N combined distributions constitute PW*; each combined distribution i is calculated using weights derived from the other N−1 seed variables, thereby producing an out-of-sample combined forecast for seed variable i. A similar procedure can be used to estimate the out-of-sample performance of BE. On each iteration, identify the expert that performs best on the N−1 seed variables, and choose that expert’s quantiles for seed variable i as the out-of-sample BE* probability distribution for that variable. The scores for PW* and BE* provide an indication of their out-of-sample performance. EQ uses no data, so CG’s reported scores for EQ are directly comparable to the scores for PW* and BE*.

Cooke graciously provided the data for 36 of the studies listed in CG’s Table 2, along with guidance in performing the analysis using the Excalibur software (version 1.0 light for Windows, also provided by Cooke), thereby ensuring that my results are comparable to CG’s. Although various data considerations as well as time constraints precluded analyzing all 36 data sets, Table 1 shows results for 14 of them. These 14 are not a random sample; I chose these data sets in order to obtain a range of topics and sample sizes. With that caveat, it will nevertheless prove instructive to calculate some statistics on the basis of this convenience sample.

Table 1 shows calibration, information, and combination scores for EQ, PW*, and BE*. The scores for EQ are also presented in CG’s Table 2, and the reader can verify the successful replication of CG’s reported scores. Separating Table 1 into calibration, information, and combination facilitates comparisons; for example, comparing PW* and EQ, PW* has worse median calibration and better median information scores. PW*’s combination score is slightly better than EQ’s, but the two are not significantly different (Wilcoxon p = 0.48), suggesting that PW* has no statistical advantage over EQ. In contrast, BE* has a reasonable information score but fails utterly on calibration and hence on the combination score.

On another dimension, the interquartile range for the combination score is much larger for PW* than for EQ.
Fig. 1 compares PW* and EQ combination scores, and the difference in variability is easily seen. One possible explanation for this pattern of results is as follows: PW* tends to put the bulk of the weight on one or two experts. If those experts perform as well out-of-sample as within-sample, then PW*'s score can be quite good. However, if
PW* identifies experts whose good performance within-sample does not extend out-of-sample, then PW*'s score can be very low. In contrast, EQ averages all of the expert distributions, and in so doing tends to average out any extreme distributions, thereby leading to less variability in EQ’s scores.

Fig. 1 orders the studies by increasing number of seed variables, which allows us to consider whether there may be some threshold number of seed variables beyond which PW* performs consistently better than EQ. Unfortunately, in this small sample of 14 studies, no conclusive trend in the relationship between PW* and EQ is apparent. In the seven smaller studies (12 seeds or less), PW* is better than EQ four times. In the seven larger studies (14 seeds or more), PW* is better than EQ five times.

We can also ask whether PW* tends to be more accurate than EQ, in the sense that PW*'s median is closer to the realization, as measured by the absolute difference. Because the seed variables tend to have different units and sometimes vastly different scales, it would be meaningless to calculate an accuracy measure like the mean absolute deviation for each method and then compare them. However, we can devise a simple, scale-free method. In a given study, we can count the number of items for which each method has the lower absolute difference and use these counts to test the null hypothesis that PW* is at least as accurate as EQ. In the spirit of Cooke’s calibration score, we will take the p-value from a one-tailed sign test of the null hypothesis as a measure of the relative accuracy of PW* compared to EQ. Because p < 0.5 corresponds to PW* being more accurate on 50% or more of the items, we can say that values above (below) 0.5 indicate that PW* (EQ) is more accurate. Table 2 demonstrates the calculations for the PM25 study. The p-value of 0.39 indicates that EQ is slightly more accurate than PW* in this particular study.

Table 3 shows relative accuracy measures for each of the 14 studies. In only four of the studies is PW* more accurate than EQ. Of the remaining ten, three are ties and four indicate that EQ is “significantly” more accurate than PW*, in the sense that the p-values are less than 0.10. These results suggest that, overall, PW* is less accurate than EQ.

4. Conclusion

My arguments above can be summarized as saying that Cooke’s method may not have all of the qualities that we would like it to have. On one hand, the scoring method’s incentive properties regarding average probabilities do not extend to incentives to report probabilities honestly for individual variables. On the other hand, the overall out-of-sample performance of Cooke’s method appears to be no better than that of EQ; the two methods have similar median combination scores, but EQ has less variability and better accuracy. We have not provided evidence for a threshold number of seed variables that would ensure the performance of Cooke’s method. However, if such a threshold does exist, it seems safe to say that it is probably greater than 10, which from CG appears to be the modal number of seed variables used.

My out-of-sample analysis covers fewer than 1/3 of the available data sets. Given the results above, analyzing all 45 data sets is called for. In addition, Cooke’s performance score and my proposed ad-hoc location measure are only two of many possible metrics that could be used to evaluate the methods. Other metrics include alternative measures of accuracy, calibration, and bias, as well as conventional scoring rules and decompositions thereof [10–15].

Although I have raised some issues with Cooke’s method, the only operational alternative I have to offer in its place is EQ. The results here as well as elsewhere [2,5] suggest that EQ—a simple, arithmetic average of the assessed probability distributions—is a reasonable combining...
method that performs well empirically compared to other methods when evaluated in genuine out-of-sample forecasting or assessment tasks. Having spent much of my career studying various combination methods, it has been somewhat frustrating to consistently find that the simple average performs so well empirically. I have felt somewhat like the stock investor whose carefully chosen portfolio beats the overall market in some years but not in others; over the long haul a market index fund would have performed just as well. That said, EQ has a number of advantages. It is readily understood, no data are needed to calculate weights, software needs are minimal, and all experts have an equal voice in the combined distribution.

Why EQ performs well empirically is not hard to understand. When used to combine probability distributions for continuous variables, the method has two positive effects. First, averaging tends to cancel out location errors; if one expert’s distribution is too low relative to the actual and another expert’s is too high, the EQ combination will tend to have a median that is closer to the actual than either of the individual medians. Second, it is well known that individuals, including experts, tend to be overconfident, resulting in probability distributions that are too narrow [16]. The results reported by Lin and Bier in this issue confirm this result; although there are exceptions, the majority of the experts in the risk-assessment studies considered here are overconfident. When multiple overconfident distributions are averaged, the combined distribution tends to be more spread out, and hence less overconfident, than any of the individual distributions. In fact, if one were to average distributions from a set of calibrated experts, the resulting combined distribution would tend to be underconfident [17].

If the papers in this issue are any indication, Cooke’s method is widely used and of interest to many analysts as a way to combine probability distributions in risk assessment. I hope that my comments will help users understand the method a little better. Furthermore, I hope this work will lead to additional empirical research to confirm or disconfirm the results presented above.
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