This article presents new theoretical and empirical evidence on the forecasting ability of prediction markets. We develop a model that predicts that the time until expiration of a prediction market should negatively affect the accuracy of prices as a forecasting tool in the direction of a ‘favourite/longshot bias’. That is, high-likelihood events are under-priced, and low-likelihood events are over-priced. We confirm this result using a large data set of prediction market transaction prices. Prediction markets are reasonably well calibrated when time to expiration is relatively short, but prices are significantly biased for events farther in the future. When time value of money is considered, the miscalibration can be exploited to earn excess returns only when the trader has a relatively low discount rate.

Prediction markets are a relatively new form of financial market (Oliven and Rietz, 2004), in which traders buy and sell contracts that are bets on specific future events. The price of a contract is fully determined by supply and demand in the market. Prediction market prices are viewed by some as a mechanism to retrieve and aggregate all private and relevant information for estimating the underlying event’s probability, which in turn can be a useful input for a decision maker (Wolfers and Zitzewitz, 2006a).

For example, a contract on an election may consist of a bet on the following event: ‘Candidate A will win the election.’ Buying a contract is betting on the occurrence of the event, whereas selling the contract is betting against it. Traders buy and sell contracts at market price $p \in [0, 1]$. If the event occurs, the buyer receives one from the seller, and zero otherwise.\(^1\)

Interest in prediction markets stems from the fact that the market price of a contract can be viewed as an estimate of the probability of the underlying event. For example, Gjerstad (2005) and Wolfers and Zitzewitz (2006b) show that if traders have conventional utility functions with limited risk aversion (i.e. the utility functions are roughly linear over the range of the values considered), the equilibrium price is a good approximation of the mean of the belief distribution of traders on the likelihood of the event. When traders are risk averse with logarithmic utility functions, a general result from the research in finance on asset pricing with heterogeneous beliefs is that the asset price should be the arithmetic mean of the distribution of belief of the traders (Rubinstein, 1976).

If the traders’ beliefs about the event probability are well calibrated on average, then a market price may be considered an estimate of the event probability. By ‘calibrated’

\(^1\) The ‘currency’ used in the transactions can be thought of as tokens. For example, Intrade’s currency unit is a point; one point equals $0.10. On betting exchanges like Betfair, the price of assets is presented in the form of odds. In spite of the difference in presentation, the underlying mechanisms of traditional prediction markets and betting exchanges are similar. The analysis we develop here for prediction markets applies similarly to betting exchanges.
we mean that on average, when the trader’s belief is $p$, the expected frequency of the corresponding outcome occurring is $p$. The same definition will be used to define calibrated market prices; a market price is calibrated when the expected frequency of occurrence equals the price.

In this article, we look at the ability of prediction markets to estimate the probability of a future event outcome that will not be known for one month or more. Such longer term prediction markets are most relevant for decision makers who must make decisions well before the uncertainties in the underlying events are resolved. In large organisations, decisions and their implementation take time. To be most useful in an organisational setting, prediction markets should be able to provide calibrated probabilities well in advance of the future event.

This article is the first to take into account the time dimension when modelling the equilibrium price in a prediction market. Until now, prediction market prices have been considered (at least implicitly) to be as accurate in the short term as in the long term. In this article, we show that the time dimension can play an important role in the calibration of the market price. When traders who have time discounting preferences receive no interest on the funds committed to a prediction-market contract, a cost is induced, with the result that traders with beliefs near the market price abstain from participation in the market. This abstention is more pronounced for the favourite because the higher price of a favourite contract requires a larger money commitment from the trader and hence a larger cost due to the trader’s preference for the present. Under general conditions on the distribution of beliefs on the market, this produces a bias of the price towards 50%, similar to the so-called favourite/longshot bias.2

We confirm this prediction using a data set of actual prediction markets prices from 1,787 market representing a total of more than 500,000 transactions.

The remainder of this article is organised as follows: first, in Section 1, we discuss the factors which may influence the calibration of prediction markets and the relevant theoretical and empirical research. In Section 2, we model the effect of time discounting preferences on market prices. We show that traders’ decisions to invest in prediction markets are influenced by the market duration, resulting in prices that display a longshot bias. In Section 3, we describe our data set of transaction prices for prediction markets lasting more than one month. The size of our data set allows us in Section 4 to use non-parametric estimation methods to calculate local estimates of market price miscalibration. In particular, we are able to study the calibration of market prices near zero or one with more precision than previous researchers have been able to achieve. Section 5 presents an economic analysis of the data; we show that accounting for the time value of money affects the ability to exploit the systematic bias in prices. Section 6 discusses the results and concludes.

1. Calibration of Prediction Market Prices

The calibration of prediction markets’ estimates has been one of the main questions investigated by previous prediction market research. Such research has identified

---

2 For convenience, we will hereafter use the term 'longshot bias' to refer to the combination favourite/longshot bias.

several possible reasons why prices could be biased or miscalibrated, systematically departing from the event probability.

First, in the case of risk-neutral traders with limited budgets, a longshot bias, when the prices are biased towards 1/2 (see, for instance, Ottaviani and Sørensen, 2009, 2010a) can arise even if their beliefs are well calibrated. The reason for this is that the market clearing condition typically requires that the price be located not at the median of the distribution of traders’ beliefs but at a percentile closer to 1/2 than the median (Ali, 1977; Manski, 2006). Extending this framework, Ottaviani and Sørensen (2010b) examine a fully revealing rational expectations equilibrium, in which traders make correct inferences from prices, given common knowledge of the information structure and prior beliefs. They find that, even in this situation, the price underreacts to new information, thereby leading to prices biased towards 1/2.

Second, if traders are not risk neutral but risk averse, as in Gjerstad (2005), Wolfers and Zitzewitz (2006a) and Ottaviani and Sørensen (2010b), traders’ risk aversion can automatically create a longshot bias. However, the bias would be small if traders’ risk aversion falls within the range typically observed in empirical studies.

Third, when prediction market prices play a role in the decision processes of individuals or organisations, there may be an incentive for some agents to manipulate the market by buying or selling contracts to move the price up or down. What role might manipulators play in shaping prediction market prices? Results from theoretical and empirical studies are mixed on this issue. Hanson and Oprea (2009) propose a model in which manipulation causes prediction market prices to be better calibrated due to the liquidity they provide. However, in the more general discussion of manipulation of prices of financial assets, the seminal work of Allen and Gale (1992) shows that manipulation can affect financial market prices even with rational traders. On the empirical side, some experimental studies find prediction markets to be resilient with respect to manipulation (Camerer, 1998; Hanson et al., 2006; Rhode and Strumpf, 2006). However, Hansen et al. (2004) report successful attempts at manipulating prices in the Iowa Electronic Market.

Fourth, Ottaviani and Sørensen (2007) show how a prediction market can create an incentive to manipulate the outcome itself when participants have an influence on it (typically in firms). In such a situation, the price still represents the probability of the outcome but the measurement tool (i.e. the market) cannot be separated from the measured probability, as the creation of the prediction market may foster manipulation of the outcome, thereby affecting the probability of the event.

Fifth, evidence from behavioural finance suggests that traders are subject to biases when estimating subjective probabilities and making decisions about financial transactions. Thus, one might expect prices emerging from traders’ average beliefs to be systematically biased as well. In particular, Kahneman and Tversky (1979) propose a model of decision making in which individuals weight probabilities when making decisions. Small probabilities are typically overweighted and large probabilities underweighted. Thaler and Ziemba (1988) suggest that this is the main reason for the presence of longshot bias in prediction markets.

Sixth, relatively recent psychological studies have shown that subjective probabilities may display partition dependence. Fox and Clemen (2005) define partition dependence as ‘the tendency for judged probabilities to vary systematically with the way a state space is
partitioned into events for which probabilities are assessed. This phenomenon is due, according to Fox and Clemen (2005), to the fact that ‘people anchor their judgements on equal probabilities for each event in the specified partition (the ignorance prior distribution) and adjust insufficiently to account for their beliefs about how the likelihood of the events differ’. Sobel and Raines (2003) propose an information model in which Bayesian bettors begin with an ignorance prior (equal probabilities) and update the prior according to private information. As a result, longshots are overestimated and favourites underestimated. Sonnemann et al. (2011) find an ignorance prior bias in experimental prediction markets and some suggestive evidence of it in real prediction markets.

Although these elements tend to suggest that market prices may not be good estimates of underlying probabilities, Oliven and Rietz (2004) argue and provide some evidence that prediction market prices are primarily determined by a minority of active traders, the so-called market makers. They find that these traders tend to behave more rationally than others. For this reason, an efficient price could emerge from a set of biased traders.

This article contributes to this literature by showing that the time dimension plays a critical role in the calibration of the prediction market prices, limiting the ability of prediction markets to provide calibrated probabilities for events beyond the short term. To do so, we generalise Manski (2006)’s model of a prediction market with risk-neutral traders having budget constraints to a two-period situation.

2. Model

Previous papers have implicitly assumed that a trader’s investment decision is a one-period problem (Gjerstad, 2005; Manski, 2006; Wolfers and Zitzewitz, 2006b; Ottaviani and Sørensen, 2010b). However, this assumption is inadequate for studying prediction markets in which a significant amount of time can elapse between the purchase of a contract and the final resolution of the uncertainty. In these cases, the time value of money should be taken into account. We might also expect that a trader who derives some utility from gambling might prefer not to commit a significant amount of money over a long period (Diecidue et al., 2004); doing so would further constrain the amount of money available for subsequent gambling activity during the corresponding period.

To model the trader’s choice, we introduce a time dimension into the framework proposed by Manski (2006) which is the prediction market equivalent of the framework proposed by Ali (1977) for racetrack betting. In this framework, a risk-neutral trader with budget \( y \) has the opportunity to purchase some quantity of a single contract. The trader’s problem is to choose a quantity \( x \) of contracts to maximise his or her profit, given the contract price \( p \) and his or her belief \( q \) that the contract will be successful. The trader chooses to invest \( xp \) from his or her budget \( y \). At resolution, the contract yields a value zero or one. Given that the trader has a belief \( q \) that the contract will be successful, his or her expected gain is \( qx \).\(^3\) In previous models, time plays no role. It is as if

\(^3\) In line with previous literature, we take belief as a primitive. Traders can update their prior beliefs with the market prices they can observe. We do not model explicitly how traders update their prior with market prices (Ottaviani and Sørensen, 2010b). We analyse the consistency between prices and (posterior) beliefs. We thank a reviewer for stressing this point.
the contract’s value is revealed to the trader as soon as the contract is purchased. To capture the time dimension of prediction markets, suppose that the outcome of the contract takes place later in time. We introduce (the inverse of) a time discounting factor $\beta > 1$ in the utility function of the trader such that contracts that are resolved later in time have a lower utility, $x/\beta$.

Thus, the trader solves

$$
\max_x V(x) = y - xp + q \frac{x}{\beta}
$$

s.t. $xp \leq y$. \hspace{1cm} (1)

For convenience, we model the seller as a trader who buys the reverse contract. Imagine a market maker who simultaneously sells the original contract to those who want to buy and sells the reverse contract to those who want to sell the original contract. For the market maker, the equilibrium price not only equates supply and demand but it also balances the books, putting the right amount of money on each side of the bet so that the market maker can transfer all of the money to the side that wins the bet. If the market maker takes a commission from each bettor, then the market maker is called a bookie. Thus, a seller solves the problem

$$
\max_x V(x) = y - x(1 - p) + (1 - q) \frac{x}{\beta}
$$

s.t. $x \leq y$. \hspace{1cm} (2)

In this framework, there are only two relevant periods for the trader: the period where the decision to buy or sell the contract is made and the period where the final outcome of the contract is revealed. This is a simplistic representation of reality as in practice traders can continuously change their market positions. It is, however, the simplest extension of existing models that assume that traders only take into account their beliefs of the final probability of the event.

The introduction of the time dimension has two effects. First, it reduces the potential number of traders willing to participate in the market:

**Proposition 1.** If traders solve (2), any value of $\beta > 1$ results in a region $1 - (1 - p)\beta < q < p\beta$, such that any trader whose belief $q$ falls within this region neither buys nor sells the contract.

**Proof.** The Kuhn–Tucker conditions (KTC) for a trader who buys the contract imply that he or she invests all of his or her budget $y$ to buy if $q > p\beta$ and invests nothing if $q < p\beta$.

The KTC for a seller imply that he or she will buy the reverse contract if $1 - q > (1 - p)\beta$, that is if $q < 1 - (1 - p)\beta$. When $\beta > 1, 1 - (1 - p)\beta < p\beta$. Thus, the no-trade region is $1 - (1 - p)\beta < q < p\beta$.

From Proposition 1, it is evident that, as $\beta$ increases, the no-trade region expands. Figure 1 shows these boundaries for two different levels of discounting. For each price, traders whose beliefs fall within the boundaries will neither buy nor sell contracts on the market.

How does this affect the market price? In the most general case, it is possible to define boundaries for the market price as a function of $\beta$:

**Proposition 2.** If traders solve (1) and (2), and if $F$ is the distribution of beliefs $q$ of the traders, the market price is such that:

$$F[1 - (1 - p)\beta] < 1 - p < F(p\beta).$$

**Proof.** The market clearing condition is:

$$\int_{p\beta}^{1} \frac{y}{p} f(q) dq = \int_{0}^{1 - (1 - p)\beta} \frac{y}{1 - p} f(q) dq.$$  \hspace{1cm} (3)

This reduces to $(1 - p)[1 - F(p\beta)] = pF[1 - (1 - p)\beta]$.

The Proposition can be proven by contradiction. Suppose $1 - p < F[1 - (1 - p)\beta]$, then $F[1 - (1 - p)\beta][1 - F(p\beta)] > pF[1 - (1 - p)\beta]$ and, as a consequence $F(p\beta) < 1 - p < F[1 - (1 - p)\beta]$.

However, when $\beta$ is strictly greater than 1, $1 - (1 - p)\beta < p < p\beta$, which implies that $F[1 - (1 - p)\beta] \leq F(p) \leq F(p\beta)$. Hence, $F[1 - (1 - p)\beta] \leq F(p\beta)$, which contradicts the previous result.

When $\beta \rightarrow 1$, the model is identical to the one proposed by Manski (2006). The following results can be established.

**Corollary 1.** Let $\beta = 1$ in (2) and let $F$ be the cumulative distribution function of beliefs of the traders. The equilibrium price $p$ satisfies the condition:

$$p = 1 - F(p).$$

This Proposition is established by Ali (1977) (4) and Manski (2006) (1).

**Proposition 3.** Let $\beta = 1$ in (2). The equilibrium price $p$ differs from the median $m$ of the distribution of beliefs $F$.
If $p > 1/2$, then $p \leq m$;
(ii) If $p \leq 1/2$, then $p \geq m$.

This Proposition corresponds to Theorem 2 of Ali (1977). It shows that in a one-period model, the equilibrium price in a prediction market may not represent the underlying median belief of the traders. Thus, a longshot bias may exist with risk-neutral traders.

It is possible to go further and to predict how the market price is likely to be influenced by an increase in $\beta$. In general, the no-trade region is not symmetric around $p$. Specifically, the no-trade region is larger above the price when the price is high and larger below the price when the price is low. This is likely to create an imbalance between supply and demand. For high prices, for example, potential buyers are more likely to abstain than potential sellers, because the no-trade area is larger above the price than below. The asymmetry in the no-trade area could therefore result in an increase in the longshot bias. If the demand decrease is greater than the supply decrease, prices would move downward. The reverse would happen for prices below 50%.

The following gives a sufficient condition regarding the distribution of beliefs for the no-trade region to be asymmetric as described above:

**Condition 1.** Let $f$ be the density function of the distribution of beliefs on the possible prices and $p_1$ be the actual equilibrium price on the market when $\beta = 1$:

(i) If $p_1 > 1/2$, $f'(p_1) > 0$.
(ii) If $p_1 < 1/2$, $f'(p_1) < 0$.

Any unimodal distribution symmetric around $m$ is consistent with Condition 1 (this class includes for instance many kernel functions). Proposition 3 implies that for a unimodal and symmetric distribution of beliefs, the price $p$ will be between the median $m$ of the distribution and $1/2$. It is trivial to see that Condition 1 is respected in such situations.

**Proposition 4.** If traders solve 1 and 2, and if Condition 1 holds, an increase in $\beta$ in the neighbourhood of 1 increases the price if $m < p < 1/2$ and decreases the price if $1/2 < p < m$.

**Proof.** From the market equilibrium condition, write the difference between demand and supply as follows:

$$
\Phi = \int_{p_1}^{1} \frac{y}{p} f(q) dq - \int_{0}^{1-(1-p)\beta} \frac{y}{1-p} f(q) dq = 0. \tag{4}
$$

Using the implicit function theorem,

$$
\frac{dp}{d\beta} = \frac{-d\Phi/d\beta}{d\Phi/dp}.
$$

The effect of an increase in price on the market balance is unambiguous: $d\Phi/dp \leq 0$. The derivative $dp/d\beta$ has the sign of
\[ \frac{d\Phi}{d\beta} = f[1 - (1 - p)\beta] - f(p\beta). \] (5)

Condition 1 implies that for \( \beta = 1 + \varepsilon \) with \( \varepsilon \) small and positive, \( f(p\beta) > f[1 - (1 - p)\beta] \) if \( p > 1/2 \) and symmetrically \( f(p\beta) < f[1 - (1 - p)\beta] \) if \( p < 1/2 \).

An increase in the discount factor for values close to 1 will therefore lead to an increase in the longshot bias.

Proposition 4 may be intuitively explained by the effect of the disappearance of trade. With an increase in \( \beta \), the no-trade region expands around the price \( p \). Under Condition 1, when \( p > 1/2 \), the decrease in demand is larger than the decrease in supply, leading to a drop in price. Conversely, when \( p < 1/2 \), the decrease in supply is larger than the decrease in demand, leading to an increase in price.

It is important to stress that the technical Condition 1 is consistent with a wide range of belief distributions. Condition 1 holds for unimodal distributions on \([0,1]\) that have positive skewness when the median \( m \) of the distribution is above 1/2, and a negative skewness when \( m \) is below 1/2. This case includes, for instance, all beta distributions \( F_{\beta}(a,b) \) with \( a > 1, b > 1 \). Moreover, as saw above, Proposition 3 ensures that any unimodal distribution symmetric around \( m \) is consistent with Condition 1.

To check that this result is robust to risk-averse utility functions and different levels of discounting, we performed a series of market-price simulations as a function of the mean beliefs of the traders and the discounting parameter \( \beta \). We created fictitious markets with 10,000 traders having beliefs distributed as \( f(q) \) and a specified utility function and discount factor \( \beta \). We considered risk neutral and log utility functions. Beliefs were distributed according to a Beta distribution \( B(\mu,1-\mu) \) where \( \mu = E(q) \) represents the traders’ mean beliefs. The discount parameters chosen (\( \beta = 1.1 \) and 1.2) are in the range of the values found in the empirical literature (Andersen et al., 2008). A numerical algorithm calculated the market clearing price. All simulations show the same effect of discounting on prices (Figure 2). Discounting systematically distorts the equilibrium price, with the anticipated stronger effect for prices near zero or one.

3. Data

Empirical analysis of long-term prediction markets (expiration beyond one month) is complicated by the fact that such markets are much less prevalent than short-term markets. For example, markets for US presidential elections may open years before election day but only six US Presidential elections have taken place since the creation of the Iowa Electronic Markets in 1988. For this reason, empirical studies of long-term prediction markets have so far relied primarily on relatively small samples. Several such studies have found that the prices in such prediction markets are in general not far from the empirical probability of the underlying event (Servan-Schreiber et al., 2004; Wolfers and Zitzewitz, 2006a). However, the small sample sizes in these studies result in low levels of precision. In particular, although the theory may predict some specific miscalibration for some range of prices, including prices near zero or one, the theory cannot be adequately tested without a precise local estimation procedure that in turn requires a large data set.

Our data set includes transactions from 1,883 Intrade markets on future events. These markets are often linked to other markets in what we call a competition, in which the outcomes of the markets are interdependent. For instance, if two candidates are vying for a Senate seat, then the two markets (one for each candidate) constitute a competition; they are bound to each other by the fact that only one candidate can win. Our data also contain few markets for state-level results of a given election (e.g. ‘GW Bush wins in Florida in 2004’ and ‘GW Bush wins in Virginia in 2004’). We consider them as not independent from each other and we cluster them in the same competition.

In the remainder of this article, we will use the following terminology: A market is an online tool where contracts on a future event are exchanged (e.g. ‘Candidate A will win the 2004 US presidential election’). A competition is a set of interdependent markets (e.g. ‘2004 presidential election’). A contract is an asset exchanged in a market. The
contract is linked to the realisation of a particular outcome of a specified future event. If the indicated outcome occurs, the contract’s value is 1, and zero otherwise. A transaction occurs when two traders exchange a specified number of contracts at a given price between 0 and 1.

Our raw data set contains data for 1,883 markets and 512,828 transactions. From this raw sample, we eliminated markets with very low liquidity (less than five observations, or a total volume of less than 10 contracts). We gathered markets in competitions of interdependent markets, leaving us with a final data set of 597 competitions, 1,787 markets and 512,612 transactions. Low liquidity may create several problems, but for our purposes, low liquidity implies few traders and volatile prices. In either case, price data from such markets may not represent traders’ median beliefs with adequate precision Christiansen (2007).

Table 1 presents some descriptive statistics for our data set, including subsets of sports, political and other markets. Figure 3 shows a histogram of market prices for the entire data set. Many markets are from competitions with more than two possible outcomes, resulting in a distribution of prices that is skewed towards zero. Because only one outcome is possible, more markets end with a final price of zero than a final price of 1.

4. Statistical Analysis

4.1. Analysis Principles

In this Section, we focus on the empirical estimation of the calibration of the market prices. Let \( A \) be a state of nature taken from the set \( \mathcal{A} \) of all possible states of nature. Let \( y \) be the final value of the contract on a given market, \( y \in \{0,1\} \). A well-calibrated market price is defined by

\[
p | A = E(y | A).
\]

(6)

When market prices are well calibrated according to (6), they are accurate estimates of the probability of the contract’s success. This relation cannot be tested directly, though, because \( E(y | A) \) is unknown. However, every market has a resolution of the underlying event, and hence prices can be compared with the corresponding contracts’ final outcome. Let \( \mathcal{A}_p \) be defined as \( \{ A \in \mathcal{A}_p \iff p | A = p \} \), for each \( A \in \mathcal{A}_p \), we have:

\[
p = E(y | p).
\]

(7)

If the price is a calibrated estimate of the probability, contracts exchanged at a given price should, on average, yield a result equal to that price. Said differently, when buying a contract at a price \( p \), the probability of success of the contract should be \( p \). If the price departs systematically from the probability of the event, observed prices will not satisfy (7) uniformly. If there is a longshot bias, prices will be too high for low probabilities and too low for high probabilities:

4 The ‘other market’ category includes a variety of different markets, such as markets on financial or economic events or other popular events such as the Academy Awards or reality TV shows.

5 We stress that we do not address the calibration of the traders as such. We do not study the distribution of traders beliefs but only the link between prices and observed probabilities.

Table 1  
*Descriptive Statistics*

<table>
<thead>
<tr>
<th></th>
<th>All markets</th>
<th></th>
<th></th>
<th>Sport markets</th>
<th></th>
<th></th>
<th>Political markets</th>
<th></th>
<th>Other markets</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Min</td>
<td>Max</td>
<td>Mean</td>
<td>Min</td>
<td>Max</td>
<td>Mean</td>
<td>Min</td>
<td>Max</td>
<td>Mean</td>
</tr>
<tr>
<td>Vol. per transaction</td>
<td>24.17</td>
<td>1</td>
<td>1,687</td>
<td>29.51</td>
<td>1</td>
<td>1,687</td>
<td>14.29</td>
<td>1</td>
<td>564</td>
<td>17.75</td>
</tr>
<tr>
<td>Vol. per contract</td>
<td>115,176.37</td>
<td>16</td>
<td>1,550,189</td>
<td>188,137.55</td>
<td>16</td>
<td>1,236,944</td>
<td>15,635.79</td>
<td>19</td>
<td>1,550,189</td>
<td>2,184.84</td>
</tr>
<tr>
<td>No. obs per contract</td>
<td>5,014.12</td>
<td>5</td>
<td>67,547</td>
<td>7,942.98</td>
<td>5</td>
<td>67,547</td>
<td>1,486.18</td>
<td>5</td>
<td>62,956</td>
<td>142.71</td>
</tr>
<tr>
<td>Price</td>
<td>22.18</td>
<td>0.10</td>
<td>99.90</td>
<td>16.20</td>
<td>0.10</td>
<td>99.90</td>
<td>39.23</td>
<td>0.10</td>
<td>98.80</td>
<td>25.08</td>
</tr>
<tr>
<td>Duration</td>
<td>205.00</td>
<td>27</td>
<td>649</td>
<td>236.38</td>
<td>36</td>
<td>431</td>
<td>256.55</td>
<td>33</td>
<td>649</td>
<td>42.00</td>
</tr>
<tr>
<td>No. of transactions</td>
<td>512,612</td>
<td></td>
<td>336,575</td>
<td></td>
<td></td>
<td></td>
<td>140,041</td>
<td></td>
<td></td>
<td>35,996</td>
</tr>
<tr>
<td>No. of competitions</td>
<td>597</td>
<td>241</td>
<td>142</td>
<td></td>
<td></td>
<td></td>
<td>214</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No. of contracts</td>
<td>1,787</td>
<td>1,064</td>
<td>302</td>
<td></td>
<td></td>
<td></td>
<td>421</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
for some $0 < p_0 \leq p_1 < 1$. As above, (8) cannot be tested directly. However, it is possible to estimate $E(y | p)$, and (8) implies:

\[
\begin{align*}
p > E(y | p) & \text{ for } p \in [0, p_0], \\
p < E(y | p) & \text{ for } p \in [p_1, 1].
\end{align*}
\]

To assess the calibration of market prices, we estimate the empirical probability associated with each price, $E(y | p)$, using both parametric and non-parametric techniques.

The principle of this analysis, relying on the comparison of $E(y | p)$ to $p$, systematises previous approaches in the study of the calibration of odds on betting markets and prices on prediction markets (Coleman, 2004). Initial studies of the longshot bias in horserace betting used the ranks of starters, ranking starters by their odds (derived from bets placed before the race) and numbering them from 1 to $N$ (Griffith, 1949; Ali, 1977; Bird et al., 1987; Terrell, 1998). For each rank, the observed relative frequency of winning is compared with the probability of winning as derived from the odds. A discrepancy between the relative frequency of winning and the odds-based probability [violation of (7)] indicates miscalibration, and systematic miscalibration suggests a bias. A difficulty with this approach is that starters with identical ranks may have quite different odds. The binning of starters by rank can result in substantial variance in odds-based probabilities within each bin, which in turn reduces the precision of the estimation.

Other studies use odds/market price directly to bin the starters (Snyder, 1978; Williams and Paton, 1997; Jullien and Salanie, 2000) and compare the implied probabilities $p$ to the relative-frequency-based estimates of $E(y | p)$. A problem with this solution is that each race includes several starters but only one winning outcome. Using

the odds of all the horses in the race can lead to a spurious analysis, for example, when
two horses from a given race are placed in the same bin (Busche and Hall, 1988). The
outcomes (winning or losing) for each of these horses are by definition not indepen-
dent events.

The binning approach has also been used to analyse prediction markets by placing
contracts with similar prices into the same bin. Such studies face the same problem of
non-independence of contracts within one market.

In this article, we use a non-parametric local linear regression to estimate \( E(y \mid p) \).
Our approach provides precise estimates, even for very high and very low probabilities.
An innovation of our empirical strategy is the use of a clustered bootstrap to account
for the non-independence of contracts within markets whose outcomes are dependent
(e.g. all markets linked to one election). Using groups of non-independent markets as
clusters in a bootstrap resampling, we are able to estimate a confidence interval for the
entire calibration curve.

We also use a parametric estimation procedure to study factors that may influence
price calibration. We use a clustered bootstrap here as well, allowing us to calculate
accurate confidence intervals for the parameters.

The computation of a confidence interval by clustered bootstrap allows us to keep all
the information in the data set while controlling for the non-independence of prices
within clusters. It is a significant improvement relative to the previous literature.

4.2. Non-parametric Estimation

4.2.1. Methodology

With a large number of observations, it is possible to calculate a local estimate of the
conditional expectation \( E(y \mid p) \), and thereby determine precisely how much the data
deviate from (7). We use a local regression estimator, which has the advantage of being
more flexible than a kernel regression estimator. It is also more accurate than kernel
regression for transaction prices at the high and low extremes, a property that is
important for our analysis. (For a description of the boundary problem with non-
parametric estimators, see Härdle (1992)).

The local regression estimator estimates a local regression line for each price \( p \), by
estimating a constant parameter \( \beta_0(p) \) and a slope parameter \( \beta_1(p) \). To do so, the
following program is solved:

\[
\min_{\beta_0, \beta_1} \sum_{i=1}^{n} K_h(p - p_i)[y_i - \beta_0 - \beta_1(p_i - p)]^2,
\]

where \( p_i \) represents the \( i \)th of \( n \) observations used in the estimation; \( h \) is the width of
an estimation window around \( p \) and \( K_h \) is a kernel (i.e. a weighting function) defined by\(^6\):

\[
K_h(p - p_i) = \frac{3}{4} \left[ 1 - \left( \frac{p - p_i}{h} \right)^2 \right] \mathbb{1}_{(|p - p_i| \leq h)}.
\]

\(^6\) In all of our estimations, we use an Epanechnikov kernel. The estimations are, however, not sensitive to
the particular kernel chosen.
The smaller the window size \( h \), the more flexible the estimation. As the size of the window decreases, though, the variance of the estimated curve increases. Thus, the choice of window width requires a trade-off between the flexibility of the estimation and the smoothness of the estimated curve. We use a window width of 0.10. This allows for a flexible estimation but with a reasonably small variance. The estimator of \( E(y \mid \hat{p}) \) is then given by

\[
E(y \mid \hat{p}) = \hat{\beta}_0.
\]

Formally, this estimator is equivalent to a local weighted average of the dependent variable \( y \in \{0, 1\} \) (Fan, 1993). To assess the precision of this non-parametric estimation, we calculate a confidence interval for each of 99 prices (0.01–0.99). The calculation follows the technique proposed by Härdle (1992), using a clustered bootstrap approach. Because of the non-independence of the prices within each competition, we use competitions as our clusters. For example, if there are five separate markets, one for each possible winner of an Academy Award, then those five markets would constitute one cluster. For political markets, we considered the markets linked to the re-election of George W. Bush in 2004 as one competition. In addition, all markets associated with the 2004 Democratic primaries were considered a separate single competition.

There are huge variations in the number of transactions across competitions. Some, like the US presidency, have tens of thousands of transactions, and others have only a few dozen. Because of this disparity, for each point from 0.01–0.99 we randomly select 10 transactions (prices) per competition, for a total of \( n = 6,020 \) transactions. Doing so avoids giving too large a weight in the estimation to large competitions.\(^7\)

4.2.2. Results: overall calibration

Figure 4 shows the results of the non-parametric estimation of the calibration of prediction market prices. The heavy dashed line is computed as the average of the different estimates, while the grey-shaded area is the confidence interval computed by the clustered bootstrap procedure with 400 replications. The S-shaped curve indicates a clear longshot bias. For example, a price of 0.20 is on average associated with a relative frequency of 15.3%; conversely, a price of 0.80 is on average associated with a relative frequency of 87.4%. These results indicate miscalibration at a considerably higher level than reported previously for short-term markets.

Noticeably, this S-shaped curve does not present a bias at the very extreme prices towards 0 and 1 similar to our simulations displayed in Figure 2. In our results, prices seem, at the limit, well calibrated in 0 and 1, while it is not the case in our simulations. Our model does not explain this particular feature of the bias in prices’ calibration. As a matter of fact, our model is unable to explain prices close to extremes as it predicts that the liquidity disappears on the markets in such situations. For instance, for prices close to 1, no traders are willing to buy long-term contracts when their beliefs are between \( p \) and \( p\hat{\beta} > p \). For a given level of time discounting \( \hat{\beta} \), there

\(^7\) To estimate the confidence interval by bootstrap, in each iteration, we draw new samples of prices for each contract. As can be seen from the narrow intervals in Figure 4, randomly choosing prices results in little variation in the point estimate.

is a maximum price which can be observed on the market in our model: \( p^* = 1/\beta \). Above this price, there are no more traders willing to buy the contract. Interestingly, this is not what is observed in our estimation where a S-shape curve is observed. One possibility is that, unlike in our simple model, there is an heterogeneity in discount factors in the population of traders. In such a situation, traders with the lowest discounting factors will be the only ones trading in the extreme ranges of prices, hence leading to a smaller level of bias in these areas. This explanation is however not entirely satisfying as no rational trader should have a time discounting factor lower than the interest rate in the economy. Another solution is that some traders have a non-economic motive such as a preference to gamble, possibly a preference to gamble on specific events. Some traders may also have a preference on the level of the price itself if they want the market price to give a signal to third parties (other traders, general public, media). Whilst these traders with non-economic motives may not be very numerous, they could be the only ones left on the market in the extreme ranges of prices for long-term prediction markets. Trades above the economically rational threshold \( p^* \) from our model could then typically produce a calibration curves in S, as the possible distance between the upper (lower) bound of the calibration curve and the 45° line is necessarily decreasing as we get closer from prices close to one (zero). This could give the impression that the prices are better calibrated at the extreme even if traders in these ranges of prices tend to trade for non-purely economic motives.

4.2.3. Results: variations in miscalibration across markets

To go further, we can consider variables potentially related to miscalibration. Looking across three different categories of competitions (sports, political, other) and ignoring the time dimension, we find a meaningful difference only when comparing political to non-political competitions. Figure 5 shows the non-parametric estimations for these two categories. Market prices for political events show a very strong longshot bias, while the other markets are only slightly miscalibrated. The extent of the bias in political markets is noticeably greater than the overall results in Figure 4. Here, for a price of
0.20, the relative frequency of the event occurring is 10.9% and, for a price of 0.80, the relative frequency is 92.8%.

To our knowledge, no reason is given in the literature to explain why political prediction markets would show a stronger longshot bias. A possible explanation could be the existence of more manipulative traders on these markets. This phenomenon and possible explanations merit further study.

4.2.4. Evolution of price calibration over time
Following the results of Section 1, one should expect that price calibration worsens as time to contract expiration increases. To test this non-parametrically, we divided the sample between prices with more or less than 100 days left to expiration. Figure 6 shows the overall result, and Figure 7 shows the result when looking specifically at the categories of political and non-political markets (upper panels) and when splitting the non-political markets between sport ones and non-sport ones (lower panels). The subdivision of the sample in smaller subsample increase the variance of the estimates, in particular for prices observed more than 100 days before maturity. However, overall the results are consistent with our model’s predictions; the longshot bias is stronger for the longer time horizon, and the effect appears to hold for both political and non-political markets.

4.3. Parametric Estimation
4.3.1. General methodology
To model a possible non-linear relationship between observed prices and empirical frequencies, we use the Lattimore et al. (1992) function which is adapted to model the S curve that one could expect from a longshot bias. This function allows for the calibration curve to be systematically below the 45° line before a crossing point and above the 45° line after this crossing point. The function is characterised by two parameters: γ which controls the curvature and δ which controls the crossing point:
In this expression, $c = 1$ implies no curvature (the function corresponds to the 45° line), and $d = 1$ implies a crossing point of 0.5. The function is invertible:

$$\pi = \frac{1}{[\delta(1 - p)/p]^{1/y} + 1}. \quad (11)$$

As a result, one can estimate parameters $y$ and $\delta$ using maximum likelihood. Given the non-independence of the prices (observations), though, the product of likelihoods over all observations is a pseudo-likelihood. Let $Y$ be a binary variable indicating the success of contract $i$, $Y_i \in \{0,1\}$. The pseudo-likelihood PL is

$$PL = \prod_i \left\{ \frac{1}{[\delta(1 - p)/p]^{1/y} + 1} \right\}^{Y_i} \left\{ 1 - \frac{1}{[\delta(1 - p)/p]^{1/y} + 1} \right\}^{1-Y_i}. \quad (12)$$

Following the same principles as above, these estimations are performed with a small number of observations ($n = 10$) selected randomly from each competition. As before, this procedure ensures that the results are not driven by a few competitions that have a large number of transactions. Also as above, to compute confidence intervals, we use a clustered bootstrap with the competitions as clusters. For each bootstrap sample, we draw a new set of observations within each competition to ensure that our results do not depend on a specific selection of transactions within each competition.
4.3.2. **Empirical results**

Table 2 presents the results for the maximisation of the pseudo-likelihood (12). The first column shows the results when \( c \) is assumed to be a constant. The results indicate that the estimate of \( d \) is not significantly different from 1, in turn indicating that the crossing point is not significantly different from 0.5. However, \( c \) is significantly different from 1, indicating a significant curvature of the calibration curve, confirming the non-parametric results.

In columns 2, 3 and 4 of Table 2, the hypothesis that \( c \) is a constant is relaxed to study whether the curvature of the calibration function varies across different categories of contracts. To accomplish this, we replace the constant \( c \) with a linear function of potential explanatory variables. We first include the time left to expiration. This variable is negative and significant, indicating that \( c \) decreases as time to contract expiration increases; the lower \( c \) implies more curvature in (10). This confirms our model’s prediction regarding traders’ discounting of future winnings and the corresponding result in the non-parametric analysis above. In column 3, we add variables to indicate the event categories sports (241 competitions, 1,064 markets), political (142 competitions, 302 markets) and other markets (214 competitions, 421 markets). Table 2 shows that when the corresponding variables are included, the coefficient for political markets is the only one that is significant, confirming the non-parametric result that
political markets display a stronger longshot bias than non-political markets. The coefficient for the time left to expiration remains negative and significant.

In column 4, we include two variables related to market volume, volume per transaction (number of contracts, recorded for each transaction price) and the total volume of the market (total number of contracts traded, recorded for each market). Greater volume per transaction suggests traders more willing to trade on their information, and larger market volume suggests more traders. Taken together, these would indicate more liquidity in the market and more information, suggesting that the market would be likely to incorporate more information into prices and do so efficiently, leading to better calibration.

Our results show that neither volume variable has a significant effect on calibration of the market prices. In our data set, the 10th and 25th percentiles for market volume are 269 and 858 respectively. This may provide some guidance for corporate prediction markets, which are often characterised by relatively low volumes. According to our results, low volume appears not to introduce additional systematic bias in market prices, but low volume may still require a substantial amount of trading for a corporate market.

5. Economic Analysis

The previous analysis has shown that prediction market prices can be significantly miscalibrated. Does this imply that one can design investment strategies to exploit the bias to achieve positive economic returns? To test for this, we divided our sample into two halves. The first subset includes markets that began between the 22 August 2002 and the 14 January 2005 (median starting date in our data set). The second subset consists of markets that began between the 15 January 2005 and the 6 February 2007.

A non-parametric analysis of the first sample revealed a significant S-shaped calibration curve, consistent with the results for the entire data set. This analysis suggests
that one should buy when the price is between 0.08 and 0.10 or above 0.61 and sell when the price is between 0 and 0.08 or between 0.10 and 0.61. Call this strategy A. Given the S-shape, it is not possible to reject the hypothesis that the actual calibration curve is a standard longshot bias, and so we also implement a simple strategy B consisting of buying over 0.50 and selling below 0.50. Arguably these strategies are simplistic, an optimal strategy would require one to invest more in assets where expected profits are higher (like the Kelly criterion strategy). Therefore, these simple strategies give us a conservative estimate of the possible profits.

When applying both strategies to the second half of the data set, strategy A (B) yields an average rate of return of 5.25% (9.55%). The fact that strategy B performs better than A suggests that the key issue is the presence of a longshot bias. Moreover, the calibration curve estimated using the first sample deviates only slightly from a simple longshot bias and is not significantly different. Thus, the strategies seem to produce positive returns due to a persistent longshot bias.

The analysis above assumes a discount factor of one. As the discount rate increases, though, the rate of return decreases very quickly. A discount rate of 10% yields a gain of 2.47% on average with strategy A. A discount rate of 15% completely cancels out the gains for strategy A, and a discount rate of 25% completely cancels out the gains for strategy B. Thus, if traders have discount rates of this magnitude, there is no free lunch; the miscalibration would be insufficient for traders to achieve excess returns.

Of course, we cannot say whether traders have high discount rates and hence that no systematic opportunity of gain exists, or whether the discount rate only cancels a part of the possible gains, leaving some margin for profitable strategies. A discount rate of 15–25% is somewhat high, even more given that the strategies we tested are simplistic and underestimate the maximum level of profits which can be reached due to the discrepancy between market prices are probabilities. Empirical studies of individual discount rates have shown that they can be quite high (Andersen et al., 2008). In the case of prediction markets, even if the trader cares less about an economic return per se, a high implicit discount rate may stem from the trader’s desire to use his or her money to play repeatedly, which would indicate a high option value for the money.

6. Discussion and Conclusion

Our study is the first to show that prediction markets are mechanically affected by time discounting. First, the domain of beliefs compatible with an incentive to trade shrinks as the time to expiration increases. For this reason, long-term prediction markets are typically characterised by a low level of trading volume. At the limit, long-term prediction markets may be too unattractive to generate any trade at all. Second, the reduction of trade for long-term prediction markets is asymmetric with traders willing to buy high price contracts more likely to leave the market as the time to expiration of the market increases. As a consequence, prices of long-term prediction markets are systematically biased towards 0.50.

Using a large dataset of prediction market prices, we have been able to estimate the calibration of market prices more precisely than has been possible in previous studies. As predicted, prices on long-term prediction markets exhibit systematic biases when considered estimates of underlying probabilities. Our study casts doubts on the use of
prediction markets to forecast long-term events. Prediction markets for events occurring a year or more in the future will either fail to generate a price or the price will be systematically biased.

In regards to these results, several questions can be raised relative to the possible limitations of our model and relative to the meaning of the empirical finding.

Our model shows that, as a consequence of time discounting, calibration of prices improves as the time to expiration decreases. One could also consider other explanations. For instance, calibration could be a function of the amount of information available; more information regarding the likelihood of future events might lead to better calibration. Our results show that the improvement in calibration over time can be explained without appealing to information effects. However, understanding the possible relationship between information and calibration in prediction market prices is an interesting question for future research.

Importantly, our model is unable to explain what happens for extreme prices, close to 0 or close to 1. Our model and simulations predict an absence of extreme prices, even when trader’s beliefs are extreme. When assuming rational traders only motivated by economic profit, time discounting should prevent trades to occur in these ranges of prices as sellers, in the former case, and buyers, in the latter case, withdraw from the market. For example, considering a situation where the interest rate on saving accounts is 5%, there should be no trade for contracts whose prices are above 0.95 or below 0.05 where there is one year or more until expiration. However, we observe transactions at these prices in markets that expire in a year or more, and our empirical analysis has found an S-shaped calibration curve, over the whole range [0,1]. The economic unattractiveness of long-term markets leads to questions about the possible adverse selection of traders’ motivations. These traders may have a utility of gambling per se, or the intent to affect the prices. This, in turn, raises questions about the effect of these motivations on the calibration of market prices.

Our result of a time-specific bias on prediction market and the S-shaped pattern observed, typical of a longshot bias, could look similar to the result of Rubinstein (1976) on the pricing bias on short maturity out-of-money calls. This bias has been interpreted as a form of favourite/longshot bias by later papers (Berg and Rietz, 2002; Cain et al., 2002). However, the two results are different in nature. Rubinstein found a bias, for out-of-money calls close to expirations. On the contrary, we find a bias for contracts which are far away from expiration. In the case of out-of-money calls, these are options which are unlikely to be profitable but have the potential to provide a large profit with a very small probability. These longshot characteristics could well increase buyers’ interest in such contracts, creating an increasing difference between the theoretical price of the call and its observed price. In the literature on longshot bias, at least two different behavioural explanations have been put forward to explain the existence of such a bias: a preference for skewness (Golec and Tamarkin, 1998) and a propensity to overestimate small probabilities (Thaler and Ziemba, 1988). In the case of our long-term prediction market prices, we show that such a bias should naturally emerge due to the standard preferences of traders (time preferences), which makes these contracts less appealing to sellers, without the need to use non-standard preferences.

Finally, our results can be used to look for ways to overcome the existing limitations of long-term prediction markets. An obvious solution would be for long-term
prediction markets to accommodate discounting by paying interest on committed balances from traders. In fact, for balances over US $20,000, Intrade does pay interest at the current ‘bank rate for interest-accruing checking accounts’. In spite of this, we still observe a more pronounced bias on long-term prediction markets. A possible reason is that traders’ subjective discount rate may be significantly above the bank interest rate. This is in particular the case if traders have a preference for gambling (Diecidue et al., 2004). Investing in a one-year contract amounts to losing the opportunity to play repeatedly during the same period. Another possible reason is that traders with large accounts may be more likely to be higher performing traders. High-performing traders may have a positive expected return on their trades, and, if so they would face a real (not a subjective) opportunity cost on long-term contracts. If they have an expected return of just 2% per trade, in just five transactions they would average a bit more than 10% return. This possible expected return is lost if their capital is frozen because of investing in a long-term contract. As a result, the propensity of high-performing traders to invest in long-term prediction markets might be limited. In summary, these arguments suggest that either restricting the payment to high balances is not enough, or that the interest rate paid on balances needs to be considerably higher than the bank interest rate to eliminate bias in long-term prediction markets.
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