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Abstract

We examine theories of leverage and debt maturity, focusing on the impact of firms’ investment opportunity sets and regulatory environments in determining these policies. Using results on strategic complementarities, we identify sufficient conditions for the theory to have testable implications for reduced-form and structural-equation regression coefficients. Obtaining testable implications for structural equations requires less from the theory but more from the data than the reduced-form specification because it requires an instrumental-variables approach. We examine this trade-off between theory and statistical methods and provide tests using two decades of data for over 5000 industrial firms.
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1. Introduction

Capital structures have many facets—for instance, they vary in terms of leverage, maturity, priority, convertibility, and covenants. All of these facets are endogenous and frequently are chosen concurrently. Theoretical and empirical work that explicitly recognizes this simultaneity has the potential to advance our understanding of corporate capital structure decisions. In this paper, we examine the requirements for a theory of a firm’s financial policy choices to have empirically testable implications for reduced-form regression coefficients. We provide tests using structural-equation and reduced-form methods and suggest directions for future theoretical and empirical research on capital structure.
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To focus our discussion of the joint determination of multiple facets of corporate capital structure, we examine the choices of leverage and debt maturity. Within a simultaneous system of equations, changing one of the exogenous variables can have both direct and indirect effects on the endogenous variables. For example, a change in a firm’s investment opportunities has a direct effect on its choice of debt maturity—an increase in growth options increases the firm’s use of short-term debt. However, a shift in investment opportunities also has an indirect effect on debt maturity through its effect on leverage—more growth options result in lower leverage, and this reduced leverage can also change the firm’s desired use of short-term debt.

If the theory implies that these effects are reinforcing (that the direct and indirect effects move a policy variable like maturity in the same direction), then the theory implies monotone comparative statics, producing unambiguous sign predictions for reduced-form regression coefficients. However, if these effects are offsetting, then the sign of the reduced-form regression coefficient depends on the relative magnitudes of the effects. Thus, a theory that is not rich enough to predict the relative size of the two effects, in addition to their signs, is not testable with reduced-form regression. In this case, the theory can be tested using a simultaneous system of equations, but then, one must impose more structure on the estimation process to identify the structural coefficients.

When examining financial policy choices, most prior research has focused on explaining a single facet of financial policy. The requirements for monotone comparative statics are normally satisfied readily within models examining a single choice variable. In testing these models, researchers typically have regressed the observed set of financial policy choices on a set of explanatory variables using ordinary least squares (OLS). As examples, Smith and Watts (1992) find that firms with more growth options (as proxied by higher market-to-book ratios) have lower leverage. Barclay and Smith (1995) find that firms with more growth options have less long-term debt. In their analyses, these authors explicitly treat their explanatory variables as either exogenous or predetermined. This allows them to interpret their estimated regression coefficients as reduced forms. Based on these results, they conclude that there is strong support for agency-cost explanations of corporate leverage and maturity choices.

Stohs and Mauer (1996) argue that the Barclay and Smith debt-maturity regressions are misspecified because they do not control for differences in leverage. When Stohs and Mauer add leverage to the right-hand side of their OLS debt-maturity regression, they find that the coefficients on the investment opportunity set variables (such as the market-to-book ratio) decline both in magnitude and statistical significance. Stohs and Mauer thus conclude that there is little support for agency-cost explanations of debt maturity. However, many of the same transactions implement a firm’s choices of both leverage and debt maturity. It is clearly inappropriate to treat one as predetermined when analyzing how firms choose the other. The coefficients estimated in an OLS regression of debt maturity on leverage and other variables will suffer from simultaneous-equation bias.

This problem also appears in other work in which researchers regress one corporate policy choice on another using OLS. For instance, Geczy et al. (1997) regress the use of foreign currency derivatives on leverage and managerial compensation variables; Berger et al. (1997) regress leverage on executive compensation variables; Tufano (1996) regresses
hedging activity on leverage; Houston and James (1996) regress the fraction bank debt on leverage; and Fama and French (2002) regress leverage on target payout ratios. All of these regressions suffer, to some degree, from the problems associated with multiple endogenous variables.

Results on strategic complementarities provide a productive method of structuring problems in which firms make several policy choices simultaneously. If two policy choices are strategic complements, then monotone comparative statics are guaranteed. If the policy choices are not strategic complements, then the theory either must impose restrictions on the magnitude of the coefficients or it must be tested using a system of simultaneous equations. By applying the results on strategic complementarities to questions of capital structure, we are able to interpret existing results better, identify limitations of existing theories, and propose additional empirical tests. We examine whether the extant theory justifies the assumptions necessary to insure a monotone relation between the firms’ choices of leverage and debt maturity and the firms’ investment opportunity sets and regulatory environments.

In Section 2, we discuss the theoretical requirements for monotone comparative statics. In Section 3, we present our empirical results. In Section 4, we conclude.

2. Theoretical monotonicity requirements

To begin, assume that firms choose leverage and debt maturity to maximize firm value given their exogenous firm characteristics. A firm’s choice of leverage, denoted as lev, is measured as the ratio of debt to total value and is an element of \([0,1]\). We assume that firms choose either short or long maturities for their debt and measure debt maturity, denoted as mat, as the fraction of total debt that is long term. Thus, mat is also an element of \([0,1]\) with higher values of mat indicating more long-term debt.

We characterize firms by their investment opportunity set and regulatory status. We model a firm’s investment opportunity set, \(i\), as an element of the real line.\(^1\) Higher values of \(i\) indicate more assets in place and lower values of \(i\) indicate more growth options.\(^2\) To denote whether a firm is regulated, we define the variable \(r\) to be 0 if a firm is not regulated and 1 if it is regulated. Thus, the regulation variable is an element of the set \(\{0,1\}\), with the usual order. We characterize firms by the pair \((i,r)\). We assume that the market knows the firm’s investment opportunities and regulatory status and can observe the firm’s choice of

\(^1\) Our results remain the same as long as we assume that investment opportunities take on values in a partially ordered set.

\(^2\) One proxy for a firm’s investment opportunity set is the ratio of its book value to its market value. In an efficient stock market, the stock price should capitalize the expected future net cash flows from the exercise of the firm’s growth options. Accounting procedures do not recognize the value of these intangible assets. Thus, firms whose value primarily reflects assets in place have high book-to-market ratios, while firms whose value is primarily due to intangible growth opportunities have low book-to-market ratios. (See Schwert, 1981, Section III.B for a discussion of potential problems associated with using the book-to-market ratio as an instrument.)
leverage and debt maturity. Given this information, the market values the firm at \( V(\text{lev},\text{mat}; i, r) \). Thus, firms face the following maximization problem:

\[
\max_{\text{lev}[0,1], \text{mat}[0,1]} V(\text{lev},\text{mat}; i, r). \tag{1}
\]

We write \((\text{lev}',\text{mat}') > (\text{lev}'',\text{mat}'')\) to mean that \(\text{lev}'' \geq \text{lev}'\) and \(\text{mat}'' \geq \text{mat}'\) and that at least one of the inequalities is strict so that \((\text{lev}'',\text{mat}'') \neq (\text{lev}',\text{mat}')\).

Consider the reduced-form equations:

\[
\begin{align*}
\text{mat} &= \pi_1 + \pi_{11}i + \pi_{12}r \\
\text{lev} &= \pi_2 + \pi_{21}i + \pi_{22}r. \tag{2}
\end{align*}
\]

If \(\text{lev}^*(i, r)\) and \(\text{mat}^*(i, r)\) are the solutions to Eq. (1), then the signs of the reduced-form coefficients, \(\pi_{11}, \pi_{12}, \pi_{21}, \text{ and } \pi_{22}\), are related to the comparative statics results on \(\text{lev}^*\) and \(\text{mat}^*\) with respect to \(i\) and \(r\). If \(\text{lev}^*\) and \(\text{mat}^*\) are monotonic in \(i\) and \(r\), then there is a clear prediction on the sign of the reduced-form coefficients. However, if these functions are not monotonic, then the prediction is ambiguous. Thus, we are interested in conditions guaranteeing monotone comparative statics results.

The literature on strategic complementarities provides sufficient conditions for monotone comparative statics, and thus for unambiguous sign predictions for reduced-form regression coefficients. These conditions (defined in Milgrom and Shannon, 1994) are the single-crossing property and quasi-supermodularity. In what follows, we define quasi-supermodularity and the single-crossing property in the context of our problem and discuss whether the theory implies that these conditions are satisfied. As shown below, corporate finance theory suggests that the single-crossing property holds, but the quasi-supermodularity does not. We discuss the implications of these results below.

### 2.1. Single-crossing property

The value function satisfies the single-crossing property in \((\text{lev,mat}; i, r)\) if for all \((\text{lev}'',\text{mat}'') > (\text{lev}',\text{mat}')\) and \((i'',r'') > (i',r')\):

\[
\begin{align*}
V(\text{lev}'',\text{mat}''; i',r') > \geq V(\text{lev}',\text{mat}'; i',r') \text{ implies that} \\
V(\text{lev}'',\text{mat}''; i'',r'') > \geq V(\text{lev}',\text{mat}'; i'',r''). \tag{3}
\end{align*}
\]

Finance theory suggests that the single-crossing property holds. For example, if the firm’s choice of debt maturity and its regulatory environment are fixed, then condition (3) is satisfied if whenever higher leverage increases value for a firm with investment opportunity set \(i\), then higher leverage also increases value for a firm with a higher (more assets in place) investment opportunity set.\(^3\) As we argue below, this follows from a firm’s incentive to mitigate underinvestment and free-cash-flow problems.

---

\(^3\) In Appendix A, we justify our use of linear reduced-form equations using a Taylor series expansion of the value function.

\(^4\) Condition (3) is satisfied if either the first inequality does not hold or both inequalities do hold.
The reason condition (3) is called the single-crossing property is easy to see if we fix debt maturity and the regulatory environment and focus on the effects of leverage and the investment opportunity set on value. The condition says that for any two levels of leverage, lev$_{hi}$ > lev$_{lo}$, as $i$ increases, $V(\text{lev}_{hi}; i)$ crosses $V(\text{lev}_{lo}; i)$ at most once and only from below. For example, the relation between leverage and the investment opportunity set in the value function might be as depicted in panel A of Fig. 1. The projection of the value function onto the ($i, V$) axes, shown in panel B of Fig. 1, illustrates that in this case, the curve associated with higher leverage crosses the curve associated with lower leverage only once and from below. Given these circumstances, value-maximizing leverage is increasing in the investment opportunity set. The single-crossing property would also be satisfied if high leverage or low leverage was preferred for all investment opportunity sets. The case excluded by the single-crossing property is that in which an increase in the investment opportunity set results in a strict preference for a lower level of leverage, that is, the single-crossing property rules out cases in which $V(\text{lev}_{hi}; i) > V(\text{lev}_{lo}; i)$ for a growth-options firm but $V(\text{lev}_{hi}; i) < V(\text{lev}_{lo}; i)$ for an assets-in-place firm.

Existing theory implies that more growth options in the firm’s investment opportunity set increase the conflict between stockholders and bondholders over their exercise. This

---

5 Fig. 1 can be used to illustrate the difference between the single-crossing property and a stronger property, increasing differences, which is also used in the literature on the mathematics of complementarities. Increasing differences requires that the difference $V(\text{lev}_{hi}; i) - V(\text{lev}_{lo}; i)$, which can be seen in Fig. 1B, be increasing in $i$. In the figure shown, this difference is first negative, then positive and increasing, but then positive and decreasing — therefore, increasing differences is not satisfied.
The conflict between stockholders and bondholders over the firm’s investment decisions is labeled the underinvestment problem (Myers, 1977). A corporation can control this conflict by lowering leverage. For firms whose value largely reflects assets in place—few growth options as a fraction of firm value—this problem is less severe because such firms face few discretionary investment decisions.

Moreover, debt can benefit an assets-in-place firm by controlling the free-cash-flow problem (see Jensen, 1986). Such firms generate funds that cannot be reinvested profitably within the firm. To maximize firm value, it must distribute this free cash flow to investors. Putting fixed claims in its capital structure contractually obligates the firm to distribute these excess funds. Thus, in industries that generate substantial cash flow but have few growth opportunities (such as steel or tobacco), leverage has the beneficial effect of dissuading managers from overinvesting. This benefit is small for firms whose value primarily reflects growth options; such firms face profitable investment opportunities in excess of their internally generated operating cash flows. Thus, all else equal, we expect higher leverage to result in lower firm value for firms with more growth opportunities and higher firm value for firms with more assets in place (see Table 1).

Myers (1977) argues that another way to control the underinvestment problem is to shorten the maturity of the firm’s debt; if the debt matures before the firm has the opportunity to exercise its real investment options, the firm’s potential disincentive to invest is eliminated. Hence, firms whose investment opportunity sets contain more growth options should employ a higher proportion of short-term debt (see also Barnea et al., 1980). For such firms, short maturities preserve financing flexibility as well as its future ability to invest. Moreover, Stulz (1990) and Hart and Moore (1998) argue that firms with few growth options should issue more long-term debt because long-term debt is more effective at limiting managerial discretion (see Table 2).

Thus, all else equal, we expect a low proportion of long-term debt to maximize value for firms with more growth opportunities, and we expect a high proportion of long-term debt for firms with more assets in place.

### Table 1
Variation in leverage as a function of the investment opportunity set

<table>
<thead>
<tr>
<th>Investment opportunity set</th>
<th>Growth opportunities</th>
<th>Assets in place</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of debt (underinvestment)</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>Benefit of debt (free cash flow)</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Optimal leverage</td>
<td>low</td>
<td>high</td>
</tr>
</tbody>
</table>

### Table 2
Variation in debt maturity as a function of the investment opportunity set

<table>
<thead>
<tr>
<th>Investment opportunity set</th>
<th>Growth opportunities</th>
<th>Assets in place</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost of long-term debt (underinvestment)</td>
<td>high</td>
<td>low</td>
</tr>
<tr>
<td>Benefit of long-term debt (limiting managerial discretion)</td>
<td>low</td>
<td>high</td>
</tr>
<tr>
<td>Optimal debt maturity</td>
<td>short</td>
<td>long</td>
</tr>
</tbody>
</table>
debt to maximize value for firms with more assets in place. The theory thus suggests that the single-crossing property holds for a fixed regulatory environment. The positive relation between debt maturity and investment opportunity set predicted by the theory is examined in Barclay and Smith (1995). They find a positive relation between debt maturity and investment opportunities, concluding that firms with more growth options use larger proportions of short-term debt in their capital structures.

Allowing the regulatory environment to vary, condition (3) requires that if higher leverage and longer debt maturity increase value in an unregulated environment, then they also increase value in a regulated environment. Smith (1986) argues that regulatory oversight limits managers’ discretion over corporate investment decisions and thus controls aspects of the underinvestment problem. Therefore, optimal leverage is expected to be higher and optimal debt maturity is expected to be longer for regulated firms. This argument, together with our previous arguments, implies that the single-crossing property holds.

2.2. Quasi-supermodularity

With both leverage and maturity as choice variables, the single-crossing property is not sufficient to generate monotone comparative statics results because of the potential interactions between the policy variables. When there are two choice variables, monotonicity requires the additional condition of quasi-supermodularity to restrict the interaction between the variables. Together, the single-crossing property and quasi-supermodularity are sufficient to insure that the optimal values of the choice variables are nondecreasing in the investment opportunity set and regulatory environment. If the value function is quasi-supermodular, then changes in the two choice variables are mutually reinforcing.

Requiring that the value be quasi-supermodular is equivalent to requiring that the value function satisfy the single-crossing property in leverage given debt maturity and in debt maturity given leverage, holding the investment opportunity set and regulatory environment constant. Therefore, a value is quasi-supermodular if for any \( \text{lev}_{hi} > \text{lev}_{lo} \) and \( \text{mat}_{lg} > \text{mat}_{sh} \):
the same direction. Referring to panel B of Fig. 2, one can see that the curve for high leverage crosses the curve for low leverage from above, violating quasi-supermodularity. In particular, quasi-supermodularity is not satisfied if $V(lev_{hi}, ma) > V(lev_{lo}, ma)$ for short debt maturity and $V(lev_{hi}, mat) < V(lev_{lo}, mat)$ for long debt maturity.

To see why the quasi-supermodularity is unlikely to hold, consider a firm for which lev$_{hi}$ maximizes firm value for a given mat, $i$, and $r$. For this firm, by definition, $V(lev_{hi}, mat; i,r) - V(lev_{lo}, mat; i,r) > 0$. As debt maturity increases for this firm, the underinvestment problem becomes more severe, and the cost of high leverage increases. Thus, $V(lev_{hi}, mat; i,r) - V(lev_{lo}, mat; i,r)$ declines, eventually becoming negative. Because leverage and debt maturity act as substitutes in controlling the underinvestment problem, the quasi-supermodularity condition does not hold, and thus leverage and debt maturity are not strategic complements.

If we consider other exogenous (type) variables, it becomes clearer why quasi-supermodularity can be rejected. For example, suppose the firm’s leverage choice is affected by its expected marginal tax rate. If the firm’s tax circumstances change in a way that causes an increase in optimal leverage, the underinvestment problems become more severe. To control these problems, the firm might optimally shorten debt maturity. Conditional on an exogenous change in tax circumstances, leverage and debt maturity behave as substitutes rather than complements, and thus the quasi-supermodularity condition is not satisfied.

3. Empirical results

Because our analysis of the firm’s financing problem does not imply monotone comparative statics, the theory does not yield testable implications on the signs of the reduced-form coefficients without additional assumptions about the magnitude of the direct and indirect effects. However, even if the reduced-form coefficients do not
yield unambiguous sign predictions, the theory can still be tested using the structural equations.

The structural equations are:

\[ \text{mat} = a_0 + a_1i + a_2r + a_3\text{lev} \]
\[ \text{lev} = b_0 + b_1i + b_2r + b_3\text{mat}. \] (6)

If the assumptions of quasi-supermodularity and the single-crossing property were to hold, they would restrict the parameters in the reduced-form equations. The single-crossing property, together with the functional-form assumption and the second-order conditions, implies that \(a_1\) and \(b_1\) are positive (more assets in place result in higher leverage and longer debt maturity) and that \(a_2\) and \(b_2\) are also positive (regulation results in higher leverage and longer debt maturity). Quasi-supermodularity, together with the functional-form assumption and the second-order conditions, would imply that \(a_3\) and \(b_3\) are positive (higher leverage lengthens optimal debt maturity and longer debt maturity increases optimal leverage). However, as noted above, we argue that quasi-supermodularity is not satisfied for this problem. Moreover, even if these two conditions were satisfied, they would not be sufficient to identify this system for statistical estimation purposes. Consequently, to estimate the structural equations, we must impose more structure on the problem.

Our empirical analysis uses data from COMPUSTAT for 5765 industrial firms from 1980 to 1999. Following Smith and Watts (1992) and Barclay et al. (1995), we use the market-to-book ratio as an index of the firm’s investment opportunity set. Regulated firms include railroads before 1981, trucking before 1981, airlines before 1979, telecommunications before 1983, and gas and electric utilities. We measure debt maturity as the fraction of the firm’s total debt that matures in more than 3 years, and we measure leverage as the book value of total debt (long-term debt plus debt in current liabilities) divided by the market value of the firm.

3.1. Control variables

In the empirical analysis presented in this section, we control for the firms’ investment opportunity set and regulatory environment, as well as seven additional variables, which we view as exogenous or predetermined. These additional control variables are firm size, profitability, asset tangibility, asset maturity, the firms’ simulated preinterest marginal tax rate, net-operating loss carryforwards (NOLs), and a dummy variable for firms with

\[ \text{ These results are derived in Appendix A.} \]
\[ \text{ The assumptions of quasi-supermodularity and single-crossing property conditions are inequality constraints and so do not reduce the dimensionality of the set of feasible parameters, and thus do not provide any efficiency gain if they are used in the estimation procedures. For example, constrained-least-squares estimation using Lagrange multipliers does not permit more efficient estimators (see Rothenberg, 1973, p. 38).} \]
\[ \text{ The market-to-book ratio is equal to the market value of assets divided by the book value of assets. We estimate the market value of the firm’s assets as the book value of assets minus the book value of equity plus the market value of equity.} \]
commercial paper programs. The additional type variables (discussed more fully below) are included to control for other potentially important determinants of financial policy. Including this additional structure in the system also allows us to identify the structural parameters in Eq. (6) above.

Several previous studies have found firm size (which we measured as the natural log of real sales) to be an important determinant of both the leverage and debt maturity.\(^{10}\) Large firms tend to have more collateralizable assets and more stable cash flows. Thus, firm size typically is inversely related to the probability of default, which suggests that large firms would be expected to carry more debt. Diamond (1993) also argues that large established firms have better reputations in the debt markets, which also allows them to carry more debt.

Barclay and Smith (1995) document that debt maturity generally increases with firm size, although the relation appears to be nonmonotonic for the largest firms. The positive relation between debt maturity and firm size may be related to the large fixed costs of public debt issues. The fixed costs associated with public debt issues result in significant scale economies. Since smaller firms are not able to take advantage of these scale economies, they often opt for private and/or bank debt. Small firms that choose bank debt over public debt because of the lower flotation costs have more short-term debt. There also are significant scale economies associated with commercial paper programs. The large fixed costs of these programs exclude all but the largest firms from issuing commercial paper. Thus, very large firms with commercial paper programs are also likely to have more short-term debt. Rather than using a nonlinear function of firm size to control for this commercial paper effect, we include a dummy variable for firms with commercial paper programs. Although the use of commercial paper obviously is an endogenous choice, we treat it as predetermined for the estimation of our leverage and maturity regressions. The use of a commercial paper dummy variable is a simple and parsimonious way to control for this effect.\(^{11}\)

Previous studies also suggest that firms match the maturity of their assets with the maturity of their liabilities. Thus, firms with long-lived assets are expected to have more long-term debt. We measure the firm’s asset maturity as the weighted average of current assets divided by the cost of goods sold, and net property, plant, and equipment divided by depreciation and amortization. These ratios are weighted by the relative size of current assets and net property, plant, and equipment.

DeAngelo and Masulis (1980) and Graham (1996a) argue that the firm’s expected marginal tax rate is an important determinant of the firm’s capital structure. Other things constant, firms with high-expected taxable income should face higher effective tax rates and have more debt in their capital structures. As a proxy for the firm’s marginal tax rate, we use the preinterest estimated marginal tax rate described in Graham (1996b). We also include a dummy variable that is set equal to 1 for firms with net-operating loss carryforwards (NOLs). Firms with NOLs presumably have low or zero marginal tax

\(^{10}\) In a more complete model of financial policy, firm size would also be endogenous. However, lacking a well-developed theory explaining firm size, we put it on the right-hand side and treat it as predetermined.

\(^{11}\) Note that our basic results are little affected by this specification choice. If we omit the commercial paper dummy variable or if we account for nonmonotonicity by adding a quadratic size variable, the size and significance of the other coefficients are not materially affected.
rates, and thus low tax benefits of debt. Although the NOL variable is motivated by tax considerations, most prior research finds a positive relation between the NOL dummy and firm leverage, which is opposite from the tax-based prediction. These studies generally reinterpret the NOL dummy as an indicator of financial distress.

Most tax and agency-cost models of capital structure predict that leverage will be increasing in profitability. Jensen (1986), for example, argues that high leverage is a valuable mechanism that commits profitable firms to distribute their free cash flow. Profitable firms generally also have high-expected marginal tax rates and high tax benefits of debt. Empirically, the opposite relation often has been found. For example, Titman and Wessels (1988) and Fama and French (2002) document a negative relation between leverage and profitability. Thus, without making a strong prediction on the sign of the relation, we include profitability, which we measure as operating income divided by book assets, as a control in our leverage regression.

Finally, several prior studies have documented that tangible assets provide better collateral for loans, and thus are associated with higher leverage. We measure asset tangibility as the ratio of property, plant, and equipment to total book assets.

Adding error terms, the system of equations to be estimated is:

\[
\text{mat} = a_0 + a_1 i + a_2 r + a_3 \text{lev} + a_4 \text{size} + a_5 \text{asset maturity} + a_6 \text{cp dummy} + \epsilon_1
\]

\[
\text{lev} = b_0 + b_1 i + b_2 r + b_3 \text{mat} + b_4 \text{size} + b_5 \text{profitability} + b_6 \text{tangibility} + b_7 \text{tax rate} + b_8 \text{NOL} + \epsilon_2.
\]

### 3.2. Reduced-form regressions

The reduced-form equations in Eq. (2) have only predetermined variables on the right-hand side. Thus, these equations can be estimated consistently using OLS. If we cannot assume quasi-supermodularity, we cannot sign the reduced-form regression coefficients without imposing additional structure on the system. For instance, most previous studies of leverage and debt maturity have argued that \( \pi_{11}, \pi_{12}, \pi_{21}, \text{ and } \pi_{22} \) are positive (that is, firms with more assets in place and regulated firms have higher leverage and more long-term debt). This argument is equivalent to assuming that the direct effects are larger than the indirect effects. With these additional assumptions, the theory can be rejected by applying OLS to Eq. (2).\(^{12}\)

\(^{12}\) Complementarity between leverage and debt maturity implies that conditional correlation coefficients are positive (see Arora, 1996). For example, in our data, the correlation between the residuals from reduced-form regressions of leverage and debt maturity on market-to-book, regulation, log of real sales, profitability, asset tangibility, estimated marginal tax rate, NOLs, asset maturity, and a commercial paper dummy is 0.13 (\( p < 0.0001 \)). The positive conditional correlation may also be due to measurement error in the explanatory variables (such as the investment opportunity set) or omitted variables.
The left side of Table 3 reports reduced-form OLS regressions.13 These regressions provide a test of the model, which predicts that the coefficients on the market-to-book ratio will be negative and the coefficient on the regulation dummy will be positive in both the leverage and debt-maturity regressions. Consistent with the prior literature, the coefficient on the market-to-book ratio is negative and significant in both regressions and the coefficient on the regulation dummy is positive and significant in both regressions.

Results for the control variables are generally consistent with previous studies. In the leverage regression, the firm-size and marginal tax-rate coefficients are positive but only the tax-rate coefficient is statistically significant. The coefficient on profitability is negative and statistically significant, and the coefficients on tangibility and NOLs are positive and statistically significant. In the maturity regression, all of the control variables

13 To make our reduced-form results comparable to the previous literature, we exclude exogenous variables that do not appear in the corresponding structural equations. If we include these variables in our OLS regressions, the coefficients on the variables that we report are largely unaffected.
are significant and have the expected sign. Firm size and asset maturity are associated with more long-term debt, and the commercial paper dummy is associated with less long-term debt.

3.3. Structural-equations regressions

Regardless of whether the theory imposes unambiguous sign predictions on the reduced-form regression coefficients, the theory can be tested by estimating the structural equations in Eq. (6). The single-crossing property, together with the functional-form assumptions and second-order conditions, implies that more assets in place result in higher leverage and more long-term debt \((a_1 \text{ and } b_1 \text{ are positive})\), and that regulation results in higher leverage and more long-term debt \((a_2 \text{ and } b_2 \text{ are positive})\).

With additional restrictions, the coefficients in Eq. (6) can be identified. In particular, in the expanded structural equations in Eq. (7), the coefficients are identified. Thus, adding error terms to Eq. (7), two-stage least squares is appropriate. The two-stage least-squares estimates are reported in Table 3.

As expected, the coefficients on the market-to-book ratio are negative in both the leverage and maturity regressions; thus, more growth options in the investment opportunity set cause the firm to reduce leverage and reduce its fraction of long-term debt. Also, as expected, the coefficients on the regulation dummy are positive in both regressions; regulated firms have more leverage and more long-term debt.

The additional variables used to identify the regressions appear with somewhat mixed success. The maturity regression appears to be well specified. The coefficients on firm size, asset maturity, and the commercial paper dummy are all significant and have the same sign as in the reduced-form regressions. The coefficient on leverage is negative and significant. This negative coefficient confirms our intuition that, even though the simple and conditional correlations between leverage and maturity are positive, leverage and maturity are substitutes in addressing the under- and over-investment problems.

The leverage regression appears less well behaved. In this regression, the coefficients on firm size and the expected marginal tax rate both flip from positive to negative. In addition, the coefficient on debt maturity is positive. From the second-order condition (see Appendix A), the coefficient on debt maturity in the leverage regression and the coefficient on leverage in the debt maturity regression should have the same sign. In our two-stage regressions, they do not.

There are several potential explanations for the puzzling result that the estimated coefficient on leverage in the debt-maturity regression and the coefficient on debt maturity in the leverage regression have different signs. One possibility is that our model is misspecified. For example, we focus on leverage and debt maturity and exclude other endogenous policy variables such as leasing, hedging, payout policy, and executive compensation. The omission of these correlated policy choices might bias our estimated coefficients. We also make strong assumptions about functional forms when

\[ a_1 \text{ and } b_1 \text{ are positive}; \quad a_2 \text{ and } b_2 \text{ are positive}. \]

\[ \text{Table 3.} \]

Two-stage least squares is appropriate since we assume a linear relation between the choice variables. For more information on nonlinear instrumental variables procedures, see Athey and Stern (1998).
we linearize the value function. Finally, there might be important exogenous determinants of leverage and maturity that are not captured within our model or included in our regressions.\textsuperscript{15}

A second potential explanation is that we do not have good empirical proxies for variables in the model, or that we have poor instruments to identify the structural-equation coefficients. For example, we attempt to identify the leverage regressions with three variables, the firm’s simulated marginal tax rate, asset tangibility, and NOLs. If these variables fail to explain a significant fraction of the cross-sectional variation in optimal leverage, then our instrument for leverage in the maturity regression is poor.

4. Conclusions

Our analysis suggests three important areas for additional work. First, our difficulties in effectively identifying the leverage equation suggest the development of richer theory to specify additional independent variables that are important in explaining leverage, but not maturity. Second, our exogenous variables are at least partially endogenous. A model that more effectively separates exogenous from endogenous components would increase the power of our methods. Third, to keep our analysis focused, we restrict attention to leverage and debt maturity, but the analysis can be extended to include additional financial-policy choice variables such as covenant restrictions, priority, convertibility, callability, and whether the debt is placed publicly or privately, as well as other policy choices such as dividend or compensation policy. However, such extensions are likely to intensify the statistical identification problems that we encountered. For instance, in focusing just on leverage and maturity, we use taxes to identify the leverage equation because theory suggests taxes should have a material effect on leverage, but not on maturity decisions. However, we expect that taxes, as well as the other determinants of leverage, do affect priority decisions (such as the use of leasing or preferred stock). Thus, we believe that as the set of endogenous policy choices expands, it becomes increasingly difficult to find identifying independent variables for the structural equations.

Finally, results on strategic complementarities have been discussed widely over the past decade. Many papers on the topic note that various facets of an economic system are correlated across economic units. However, these papers often do not offer formal tests of whether the requirements for complementarities are in fact met. Our paper highlights how perilous such a procedure potentially is. Although leverage and maturity are strongly correlated in terms of both unconditional and conditional correlations, our analysis provides reasonably compelling evidence that they are not complements. Incentive contracting theory suggests that they are substitutes, and estimation of the underlying structural equations at best provides mixed support for complementarity. We believe that

\textsuperscript{15} We estimated a wide variety of model specifications to examine the robustness of our empirical results. These specifications included different definitions of leverage, different definitions of debt maturity, different levels for the truncation of the outliers, different proxies for the investment opportunity set, different time periods, and different identifying right-hand side variables. Our basic qualitative results were generally robust to these various model specifications.
our results argue for more cautious application of the theoretical requirements for strategic complementarities as well as more careful empirical testing of these formal requirements.
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Appendix A

Take a Taylor series approximation to the value function so that it can be written as the weighted sum of lev, lev^2, mat, mat^2, lev·mat, lev·i, mat·i, lev·r, mat·r, and other terms that do not involve lev or mat:

\[ V = c_1 \text{lev} + c_2 \text{lev}^2 + c_3 \text{mat} + c_4 \text{mat}^2 + c_5 \text{lev} \cdot \text{mat} + c_6 \text{lev} \cdot i + c_7 \text{mat} \cdot i + \ldots \]  

(8)

The first-order conditions for maturity and leverage are:

\[ c_3 + 2c_4 \text{mat} + c_5 \text{lev} + c_7 i + c_9 r = 0 \]

\[ c_1 + 2c_2 \text{lev} + c_5 \text{mat} + c_6 i + c_8 r = 0. \]  

(9)

We make the usual assumption that the second-order conditions for Eq. (1) hold strictly, i.e. \( c_2, c_4 < 0 \) and \( 4c_2c_4 - c_5^2 > 0 \). We can rewrite Eq. (9) as:

\[ \text{mat} = a_0 + a_1 i + a_2 r + a_3 \text{lev} \]

\[ \text{lev} = b_0 + b_1 i + b_2 r + b_3 \text{mat}, \]  

(10)

where \( a_0 = \frac{-c_3}{2c_4}, a_1 = \frac{-c_7}{2c_4}, a_2 = \frac{-c_9}{2c_4}, a_3 = \frac{-c_5}{2c_4}, b_0 = \frac{-c_1}{2c_2}, b_1 = \frac{-c_6}{2c_2}, b_2 = \frac{-c_8}{2c_2}, \) and \( b_3 = \frac{-c_5}{2c_2} \). These first-order conditions suggest a regression of leverage on a constant, debt maturity, investment opportunity set, and regulation, and a regression of debt maturity on a constant, leverage, investment opportunity set, and regulation. Unfortunately, the equations in Eq. (10) cannot be estimated consistently with OLS since the equations contain endogenous right-hand-side variables. In addition, the parameters \( a_0, a_1, a_2, a_3, b_0, b_1, b_2, \) and \( b_3 \) in Eq. (10) are not identified, and consequently, they cannot be estimated consistently. This approach faces problems if we view regulation as a discrete variable. If the regulatory environment is considered discrete rather than continuous, then the value function is not differentiable in regulation.
estimated with simultaneous equation techniques without imposing additional restrictions on the problem. For example, given sufficient data (and the theory to back up its use as instruments), an instrumental variables approach can be used to consistently estimate the coefficients in these regressions.

Alternatively, one can consider reduced-form regressions of leverage and debt maturity on a constant, investment opportunity set, and regulation. The following reduced-form equations can be derived from Eq. (10):

$$\text{mat} = \pi_{10} + \pi_{11} i + \pi_{12} r$$
$$\text{lev} = \pi_{20} + \pi_{21} i + \pi_{22} r,$$

where

$$\pi_{10} = \frac{-2c_2c_3 + c_1c_5}{4c_2c_4 - (c_5)^2} = \frac{a_0 + a_3b_0}{1 - a_3b_1}, \quad \pi_{11} = \frac{-2c_2c_7 + c_5c_6}{4c_2c_4 - (c_5)^2} = \frac{a_1 + a_3b_1}{1 - a_3b_1},$$
$$\pi_{12} = \frac{-2c_2c_9 + c_5c_8}{4c_2c_4 - (c_5)^2} = \frac{a_2 + a_1b_2}{1 - a_3b_1}, \quad \pi_{20} = \frac{-2c_1c_4 + c_3c_5}{4c_2c_4 - (c_5)^2} = \frac{b_0 + a_3b_3}{1 - a_3b_3}, \quad \pi_{21} = \frac{-2c_4c_6 + c_5c_7}{4c_2c_4 - (c_5)^2} = \frac{b_1 + a_1b_3}{1 - a_3b_3},$$
$$\pi_{22} = \frac{-2c_4c_8 + c_5c_9}{4c_2c_4 - (c_5)^2} = \frac{b_2 + a_2b_3}{1 - a_3b_3}.$$

Given the second-order condition, $c_5 \neq 2\sqrt{c_2c_4}$, so the reduced-form coefficients are well defined. Then:

$$[\pi_{10} \quad \pi_{11} \quad \pi_{12} \quad \pi_{20} \quad \pi_{21} \quad \pi_{22}]' = h(a_0, a_1, a_2, a_3, b_0, b_1, b_3),$$

where the matrix $H$ of partial derivatives of $h$ is:

$$H =$$

$$\begin{bmatrix}
\frac{1}{1-a_3b_3} & 0 & 0 & \frac{b_0+a_3b_0}{(1-a_3b_3)^2} & \frac{a_3}{1-a_3b_3} & 0 & 0 & \frac{a_3(a_2+a_3b_3)}{(1-a_3b_3)^2} \\
0 & \frac{1}{1-a_1b_3} & 0 & \frac{a_1}{(1-a_3b_3)^2} & 0 & \frac{a_3(a_1+a_3b_3)}{(1-a_3b_3)^2} & 0 & 0 \\
0 & 0 & \frac{1}{1-a_3b_3} & \frac{b_1+a_1b_1}{(1-a_3b_3)^2} & 0 & 0 & \frac{a_3}{1-a_3b_3} & \frac{a_3(a_2+a_3b_3)}{(1-a_3b_3)^2} \\
\frac{b_1}{1-a_3b_3} & 0 & 0 & \frac{b_2+a_1b_2}{(1-a_3b_3)^2} & \frac{1}{1-a_3b_3} & 0 & 0 & \frac{a_3}{1-a_3b_3} \\
0 & \frac{b_1}{1-a_1b_3} & 0 & \frac{b_3+b_1a_1b_3}{(1-a_3b_3)^2} & 0 & \frac{1}{1-a_3b_3} & 0 & \frac{a_3(a_2+a_3b_3)}{(1-a_3b_3)^2} \\
0 & 0 & \frac{b_1}{1-a_3b_3} & \frac{b_3(a_2+a_3b_3)}{(1-a_3b_3)^2} & 0 & 0 & \frac{1}{1-a_3b_3} & \frac{a_3}{1-a_3b_3} \end{bmatrix}.$$

The rank of the matrix $H$ is less than six, so $\pi_{10}, \pi_{11}, \pi_{12}, \pi_{20}, \pi_{21},$ and $\pi_{22}$ are unrestricted (see Rothenberg, 1973, p. 37). The reduced-form equations in Eq. (11) have only predetermined variables on the right-hand-side. Thus, these equations can be estimated consistently using OLS. The reduced-form coefficients are composites of the underlying parameters in the value function. Even though the second-order condition allows us to sign the denominator, we
require a theory that allows us to sign the numerators in order to have testable predictions about the signs of the reduced-form coefficients.

The second-order condition implies that \( c_2, c_4 < 0 \) and that \( 4c_2c_4 - (c_3)^2 > 0 \). The single crossing property implies that \( c_6, c_7, c_8, \) and \( c_9 > 0 \). Quasi-supermodularity implies that \( c_5 > 0 \). The strict second-order condition for Eq. (1) requires that the matrix of second partial derivatives of \( V \) with respect to mat and lev be negative definite, which implies that \( c_2 < 0, c_4 < 0, \) and that \( 4c_2c_4 - (c_3)^2 > 0 \).

Using the definition of \( V \) given in Eq. (8), the quasi-supermodularity conditions, Eqs. (4) and (5), imply that for all \( lev'' > lev' \) and \( mat'' > mat' \) and all \( i \):

\[
\begin{align*}
&c_1 + c_2(lev'' + lev') + c_5mat' + c_6i + c_8r > [\geq] 0 \text{ implies} \\
&c_1 + c_2(lev'' + lev') + c_5mat'' + c_6i + c_8r > [\geq] 0,
\end{align*}
\]

and

\[
\begin{align*}
&c_3 + c_4(mat'' + mat') + c_5lev' + c_7i + c_9r > [\geq] 0 \text{ implies} \\
&c_3 + c_4(mat'' + mat') + c_5lev'' + c_7i + c_9r > [\geq] 0.
\end{align*}
\]

We focus on the interesting case in which there exists \( lev'' > lev' \) and \( mat'' > mat' \) such that for firms with investment opportunity set and regulation \((i'',r'')\) sufficiently large, \( V(lev'',mat'; i'',r'') > V(lev',mat'; i',r') \), and for firms with investment opportunity set and regulation \((i',r') < (i'',r'')\) and sufficiently small, \( V(lev'',mat'; i',r') < V(lev',mat'; i',r') \). This implies that there exists \((i,\hat{r})\) such that \( V(lev'',mat'; i,\hat{r}) = V(lev',mat'; i,\hat{r}) \). Then \( c_5 \) must be strictly positive, since otherwise:

\[
\begin{align*}
&c_1 + c_2(lev'' + lev') + c_5mat'' + c_6i + c_8r < 0,
\end{align*}
\]

in violation of Eq. (13). As similar argument, using Eq. (14) can also be used to show that \( c_5 > 0 \).  

Additional restrictions are imposed on the coefficients in Eq. (8) by the single-crossing property, Eq. (3). This property holds if for all mat, \( lev'' > lev' \), and \((i'',r'') > (i',r')\):

\[
\begin{align*}
&c_1 + c_2(lev' + lev'') + c_5mat + c_6i' + c_8r' > [\geq] 0 \text{ implies} \\
&c_1 + c_2(lev' + lev'') + c_5mat + c_6i'' + c_8r'' > [\geq] 0,
\end{align*}
\]

and if for all lev, \( mat'' > mat' \), and \((i'',r'') > (i',r')\):

\[
\begin{align*}
&c_3 + c_4(mat' + mat'') + c_5lev + c_7i' + c_9r' > [\geq] 0 \text{ implies} \\
&c_3 + c_4(mat' + mat'') + c_5lev + c_7i'' + c_9r'' > [\geq] 0.
\end{align*}
\]

\footnote{If for all \( lev', lev'', mat', mat'', i, \) and \( r \) the precedent in both Eqs. (13) and (14) fails to hold, then it is always optimal for firms to choose the lowest feasible leverage and debt maturity. In this case, leverage and debt maturity are trivially nondecreasing in the investment opportunity set. We restrict attention to the interesting case in which it is optimal for some firms to choose leverage and debt maturity above the minimum feasible level.}
The single-crossing property also requires that (abbreviating the variable names):
\[
c_1(l'' - l') + c_2((l'')^2 - (l')^2) + c_3(m'' - m') + c_4((m'')^2 - (m')^2)
+ c_5(l'' m'' - l'm') + c_6 i' (l'' - l') + c_7 r' (m'' - m') + c_8 r' (l'' - l')
+ c_9 r' (m'' - m') > [\geq] 0
\]
implies
\[
c_1(l'' - l') + c_2((l'')^2 - (l')^2) + c_3(m'' - m') + c_4((m'')^2 - (m')^2)
+ c_5(l'' m'' - l'm') + c_6 i' (l'' - l') + c_7 r' (m'' - m') + c_8 r'' (l'' - l')
+ c_9 r'' (m'' - m') > [\geq] 0.
\]

As shown above, we assume there exists $\text{lev}'' > \text{lev}'$ and $\text{mat}'' > \text{mat}'$ and $(i', r')$ such that $V(\text{lev}', \text{mat}'; i', r') = V(\text{lev}', \text{mat}'; i, r)$, which implies that the precedent in Eq. (16) holds. Then $c_6$ must be strictly positive, since otherwise, for $i > i'$:
\[
c_1 + c_2(\text{lev}' + \text{lev}'') + c_5 \text{mat} + c_6 i + c_8 \hat{r} < 0,
\]
in violation of Eq. (16). Coefficient $c_8$ must also be strictly positive, since otherwise, for $r > r'$:
\[
c_1 + c_2(\text{lev}' + \text{lev}'') + c_5 \text{mat} + c_6 i + c_8 r < 0,
\]
again in violation of Eq. (16). Similar arguments using Eq. (17) imply that $c_7$ and $c_9$ also have to be strictly positive. Thus, $c_6, c_7, c_8,$ and $c_9 > 0$.

We have shown that $c_2$, $c_4 < 0$, $c_5$, $c_6$, $c_7$, $c_8$, and $c_9 > 0$, and $4c_2c_4 - (c_5)^2 > 0$. Thus,
\[
\pi_{11} = \frac{-2c_2c_7 + c_5 c_6}{4c_2c_4 - (c_5)^2} > 0, \quad \pi_{12} = \frac{-2c_2c_9 + c_5 c_8}{4c_2c_4 - (c_5)^2} > 0, \quad \pi_{21} = \frac{-2c_4c_6 + c_5 c_7}{4c_2c_4 - (c_5)^2} > 0, \quad \pi_{22} = \frac{-2c_4c_8 + c_5 c_9}{4c_2c_4 - (c_5)^2} > 0.
\]
\[
b_1 = \frac{-c_6}{2c_2} > 0, \quad b_2 = \frac{-c_8}{2c_4} > 0,
\]
and
\[
b_3 = \frac{-c_5}{2c_2} > 0.
\]
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