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Abstract

Increasing returns to scale in data gathering and processing give rise to a new form of monopoly, referred to here as digital monopoly. Digital monopolies create new challenges for regulators and antitrust authorities. We address two in this paper: market power arising from improved match values and from reduced privacy. The digital monopoly’s profit and social surplus always increase as privacy decreases. However, consumer surplus is non-monotone in privacy. Without privacy, the match value is perfect but completely extracted by the digital monopoly. In contrast, as privacy goes to infinity, match values and social surplus go to zero. With regulated prices, consumer surplus is maximized without privacy protection. As with natural monopolies, price regulation thus remains an appropriate tool in the digital age to capture the social benefits from increasing returns to scale without harming consumers.
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1 Introduction

Larger markets are better, all else equal, because they can execute the same trades as smaller, standalone markets, and sometimes execute more or more valuable trades. Consistent with this, Internet-based matchmakers that realize powerful data-driven increasing returns to scale, such as Amazon, Google, and Spotify, have come to prominence in the digital age. Firms that operate in environments for which efficiency dictates that a single firm is optimal are naturally referred to as digital monopolies. Just as was the case with natural monopolies, digital monopolies call for antitrust scrutiny and possibly regulation. Indeed, recently digital monopolies have received intense scrutiny from antitrust authorities around the world.

Traditionally, regulation and policy intervention have worked best when they were guided by well-defined objectives such as consumer or social surplus. In this tradition, we analyze the pros and cons of interventions in an environment in which a digital monopoly can use data to either improve matching only or, instead, to improve matching and to adjust pricing. Although this distinction has typically not been formulated explicitly, it is a key issue in ongoing antitrust debates. As a case in point, it makes a difference to advertisers whether Google uses its data only to better match advertisers to consumers or, alternatively, to improve matching and to adjust the (reserve) prices that it charges advertisers.

Based on a parsimonious model in which more data improves the distribution from which the consumer draws its value, with the improvement being in the sense of hazard rate dominance, we show that the distinction has striking implications for the consumer surplus effects of privacy protection. If data are used exclusively to improve match values, then consumer surplus increases monotonically in the data to which the digital monopoly has access. Put differently, in this case privacy protection unambiguously harms the

---

1To the extent that private firms are marketmakers and matchmakers, the idea that, under efficiency, these firms are monopolies—and that there is thus no obvious competitive benchmark—is natural and nothing new. Indeed, as noted by Malamud and Rostek (2017), the basic economic model of a market is a centralized exchange at which all trade occurs. The novelty and virulence of issues associated with such firms arises because digitalization and globalization have increased the force of the underlying returns to scale in marketmaking.

consumer. In sharp contrast, when the monopoly also uses the information about the consumer’s preferences for pricing purposes, the consumer surplus consequences of privacy protection are less clear cut. To a lesser or greater extent, the monopoly extracts part of the additional surplus generated by improvements in matching. In the limit, as the matching becomes perfect, consumers have no private information left and hence lose their entire information rent, while the monopoly captures the entire social surplus. In both cases, social surplus is maximized when all information is revealed to the digital monopoly. However, when data are also used for pricing, the monopoly is not only able to perfectly match the product to the consumer, but also to match the price to the consumer’s value, thereby, in the limit, depriving the consumer of all surplus.

As an example, consider the online firm Ziprecruiter, which matches potential employers to jobseekers. The data collected by Ziprecruiter regarding the characteristics of a potential employer both improves match values, to the benefit of the employer, and allows Ziprecruiter to more precisely estimate the employer’s willingness to pay for the service, to the detriment of the employer.\footnote{According to Dubé and Misra (2017), potential employers purchase a monthly subscription to Ziprecruiter to access resumés that the online system matches with the employer’s needs. Job seekers can upload resumés at no charge. The matching process relies on the employer’s responses to questions regarding characteristics of its business and the specific job posting. Only after these questions are answered does Ziprecruiter generate a price quote, at which point it must decide whether to subscribe.}

From a consumer surplus perspective, the central issue is not the protection of privacy but rather the protection of information rents. In our model, fixing the level of data held by the digital monopoly, the protection of information rents can be achieved by regulating prices.\footnote{Price regulation is a traditional policy instrument for dealing with natural monopolies. Disregarding the digital monopoly’s resistance to price regulation, regulating the pricing of a digital monopoly may be straightforward insofar as it “only” requires inspection of the algorithms that the digital monopoly employs.} If the price is fixed, then data can only be used to improve match values, and improving match values is in the digital monopoly’s best interest because it increases the probability of a trade, and, of course, is in the consumer’s best interest.

The obvious flip side to the dire implications for consumer surplus when privacy vanishes completely and the digital monopoly’s pricing is not restricted is that producer surplus increases and becomes identical to social surplus. Digital monopolies can thus be expected to resist attempts to regulate their pricing. Apart from this natural, and in many ways inevitable, conflict about the division of social surplus, a potential drawback to price regulation is that it may decrease the digital monopoly’s incentives to invest in data analytics and product quality. If price regulation decreases equilibrium investments substantively, then there is a tradeoff between the social surplus and consumer surplus.
that can be achieved via regulating pricing.

That being said, this paper is exclusively concerned with issues pertaining to what are sensibly called *private values* settings, in which matching individuals’ preferences as closely as possible is what a benevolent social planner would do.

The remainder of this paper is organized as follows. In Section 2, we describe the model. In Section 3, we derive results and discuss price regulation. In Section 4, we extend the model to allow for investments into data analytics and product quality. In Section 5, we provide an extension to allow competition. In Section 6, we discuss related literature and provide additional discussion of the implications of our results for policy debates surrounding property rights. Section 7 contains conclusions.

2 Model

Consider a setup with one consumer (the buyer) and one digital monopoly (the seller), both assumed to be risk neutral. The consumer has value $v$ for one unit of a product provided by the digital monopoly, which is the consumer’s private information, drawn from the distribution $F_n$. The parameter $n > 0$ represents the extent of data collection by the digital monopoly. The digital monopoly does not observe the consumer’s value, but knows $F_n(·)$. Data collection is modelled by assuming that

$$F_n(v) \equiv F^n(v),$$

where $F$ is a distribution with support $[\underline{v}, \bar{v}]$ and bounded density $f(v) > 0$ for all $v \in (\underline{v}, \bar{v})$. Increases in $n$ correspond a higher match value and a correspondingly lower degree of consumer privacy. While it is not strictly necessary to formally define these terms, it is certainly possible and maybe desirable. A natural definition of *match value* is the expectation of $v$ conditional on exceeding some threshold $t \in [\underline{v}, \bar{v}]$: $E[v \mid v \geq t]$. Likewise, a measure of consumer *privacy* is the probability that $v$ is below some threshold $t \in (\underline{v}, \bar{v})$: $\Pr(v \leq t)$. This notion of privacy is meaningful because it is the consumer’s ability to pretend to be a lower type that is the source of the consumer’s information rent. Because $F_{n'}(v) \leq F_n(v)$ for $n' > n$, increases in $n$ increase the match value and decrease privacy.

Although we treat $n$ as a continuous variable for technical convenience, there is a natural interpretation when $n$ is an integer because then the setup is equivalent to the digital monopoly having $n$ products, with the consumer’s value being drawn independently from the distribution $F$ for each of these products, and the digital monopoly offering the
consumer the product for which the consumer has the highest value. For limiting values of \( n \), we also have a clear interpretation: as data collection goes to infinity, the density \( f_n \) converges to a point mass on \( \bar{v} \), and as data collection goes to zero, \( f_n \) converges to a point mass on \( v = v^\rho \).

The optimal price offer of a digital monopolist’s with cost \( c \in [v, \bar{v}] \) is the price \( p \) that maximizes \((p - c)(1 - F_n(p))\), which has first-order condition \( 1 - F_n(p) - (p - c)f_n(p) = 0 \). We can write this as \( f_n(p)(c - \Phi_n(p)) = 0 \), where \( \Phi_n \) is the consumer’s virtual value function given by

\[
\Phi_n(v) \equiv v - \frac{1 - F_n(v)}{f_n(v)}.
\]

As noted by Bulow and Roberts (1989), the virtual value function can be interpreted as a buyer’s marginal revenue function, treating the (change in the) probability of trade as the (marginal change in) quantity. If \( \Phi_n \) is increasing, then the second-order condition is satisfied when the first-order condition is satisfied, implying that the digital monopolist’s problem is quasi-concave. We assume that \( \frac{1 - F(v)}{f(v)} \) is nonincreasing in \( v \), which is sufficient to ensure that \( \Phi_n(v) \) is increasing for all \( n \geq 1 \). This implication follows from the monotonicity of the hazard rate, which we establish, along with other properties, in the following lemma:

**Lemma 1.** For \( n \geq 1 \), \( \frac{1 - F_n(v)}{f_n(v)} \) is nonincreasing in \( v \), and for any \( n > 0 \) and \( v < \bar{v} \), \( \frac{1 - F_n(v)}{f_n(v)} \) increases in \( n \) and goes to infinity as \( n \to \infty \).

**Proof.** See Appendix A.

The digital monopoly’s expected profit when it sets the price \( p \) and has a cost \( c \) is

\[
\Pi_n(p) = (p - c)(1 - F_n(p)),
\]

which we interchangeably refer to as producer surplus. To focus on the interesting case when there are potentially gains from trade, we assume that \( c < \bar{v} \). Moreover, we assume that \( c \geq v \). This implies that, for any finite \( n \), the monopoly does not sell with probability

\footnote{Alternatively, one could view the digital monopoly or a regulatory agency as choosing the level of consumer privacy, denoted by \( \rho \), where the consumer’s value distribution is \( F_\rho(v) \equiv 1 - (1 - F(v))^\rho \). This setup has the interpretation, when \( \rho \geq 2 \) is an integer, that a consumer with privacy preference parameter \( \rho \) is willing to forego the top \( \rho - 1 \) out of \( \rho \) randomly selected products from the digital monopoly in order to preserve the privacy of its data. The tradeoffs we identify remain the same in this alternative parameterization.}
one. Consumer surplus is

\[ CS_n(p) = \int_p^\pi (v - p)f_n(v)dv = \int_p^\pi (1 - F_n(v))dv. \]  

Consequently, social surplus is

\[ SS_n(p) = CS_n(p) + \Pi_n(p). \]

As just described, our model presumes that data collection by the digital monopoly has no direct cost for the consumers or, for that matter, for the monopoly. Data collections that is free for consumers seems an appropriate description for how many of the largest and most controversially debated digital platforms such as Google, Amazon, and Facebook generate data: consumers’ user behavior generates the data that is informative and valuable for the platforms. In other applications, such as the Ziprecruiter example mentioned in the introduction, data collection by the platform may be costly for the platform’s customer itself. We account for data collection that is costly for the digital monopoly in an extension in Section 4, and we discuss the implications for our main conclusions of costly data collection for consumers in Section 6.2.

3 Results

Differentiating \( \Pi_n(p) \) with respect to \( p \) yields a first-order condition that is satisfied with \( p_n \) such that \( \Phi_n(p_n) = c \). For \( n \geq 1 \), by Lemma 1 the second-order condition is satisfied whenever the first-order condition is satisfied. Thus, we have the following characterization of the digital monopoly’s optimal price:

**Theorem 1.** The digital monopoly’s optimal price \( p_n \) increases in \( n \) for \( n \geq 1 \) and goes to \( \pi \) as \( n \) goes to infinity, \( \lim_{n \to \infty} p_n = \pi \).

**Proof of Theorem 1.** As argued above, for \( n \geq 1 \), the digital monopoly’s optimal price satisfies \( \Phi_n(p_n) = c \). Lemma 1 implies that \( \Phi_n(p) \) increases in \( p \) and that for all \( v < \pi \), \( \Phi_n(v) \) decreases in \( n \), which implies that \( p_n \) increases in \( n \). Next consider the result that \( \lim_{n \to \infty} p_n = \pi \). For any \( n \), \( \Phi_n(\pi) = \pi \), which implies that \( p_n \) is bounded above by \( \pi \). Because \( \{p_n\}_{n=1}^{\infty} \) is an increasing, bounded sequence, \( \lim_{n \to \infty} p_n \) exists. Suppose that \( \lim_{n \to \infty} p_n = \bar{p} < \pi \). Then, by Lemma 1 there exists \( \bar{n} \) sufficiently large that \( \Phi_{\bar{n}}(\bar{p}) < c \),

\footnote{When \( n < 1 \), there may be multiple solutions to the first-order condition. The second-order condition then requires the \( \Phi_n(p_n) \) be increasing at \( p_n \).}
which implies that \( p_n > \overline{p} \), contradicting the supposition that \( \overline{p} \) is the limit. Thus, 
\[
\lim_{n \to \infty} p_n = \overline{v}. 
\]

Theorem 1 implies that a reduction in the consumer’s degree of privacy both increases match quality and also causes the digital monopoly to charge ever increasing prices to the consumer. In addition, using Theorem 1 and the boundedness of the integral in (1), it follows that
\[
\lim_{n \to \infty} CS_n(p_n) = 0.
\]

Therefore, given that for all \( n \in [1, \infty) \), \( CS_n(p_n) > 0 \), it follows that \( CS_n(p_n) \) achieves its maximum over \( n \in [1, \infty) \) at some finite \( n^* \). This gives us the following corollary:

**Corollary 1.** Consumer surplus is maximized at a finite value of \( n \).

With reduced data collection, match values deteriorate. Although our paper focuses on the case of \( n \geq 1 \), one can, of course, allow \( n \) to go to zero, in which case total expected surplus goes to zero, harming all parties. In contrast, with high levels of data collection, match values are high and the digital monopoly extracts all of the consumer’s information rent, which is good for the digital monopoly and society, but leaves the consumer again with zero expected surplus. The optimum for the consumer is an intermediate level of data collection.

In contrast, the expected surplus of the digital monopoly is increasing in data collection. Assuming that \( n^* \) is unique, then because \( SS_n(p_n) \) is bounded above by \( \overline{v} - c \), it follows that an increase in \( n \) increases both \( CS_n(p_n) \) and \( SS_n(p_n) \) for \( n < n^* \). However, for \( n > n^* \), the digital monopoly has an incentive to increase data collection, whereas the consumer would want to decrease data collection. In other words, for \( n > n^* \), a social surplus perspective (and the digital monopoly’s perspective) gives rise to policy recommendations that are detrimental to the consumer.

As illustrated in Figure 1 for the case of \( F \) uniform on \([0, 1]\) and \( c = 0 \), the digital monopoly maximizes its profit by setting a personalized price to the consumer of
\[
p_n = \left( \frac{1}{n + 1} \right)^{\frac{1}{n}}, \quad (2)
\]

---

\(^7\) In addition, using \( \lim_{n \to 0} f_n(x) = \lim_{n \to 0} nF^{n-1}(x)f(x) = 0 \), it follows that \( \lim_{n \to 0} CS_n(p_n) \), so consumer surplus is maximized over \( n \in [0, \infty) \) at some interior value \( n^* \in (0, \infty) \).

\(^8\) In the parameterization considered here, although the virtual value function \( \Phi_n(v) \equiv v - (1 - F_n(v))/f_n(v) \) is not necessarily strictly increasing for all \( v \in [\underline{v}, \overline{v}] \), \( \Phi_n(v) \) is increasing when it is positive, which implies that for any \( p \in (0, 1) \), there is a unique \( v \) such that \( \Phi_n(v) = p \). Thus, \( \Phi_n^{-1}(p) \) is well defined for \( p \in (0, 1) \).
with the properties that

$$\lim_{n \to \infty} p_n = 1, \quad \lim_{n \to 0} p_n = \frac{1}{e} \quad \text{and} \quad F_n(p_n) = \frac{1}{n + 1}.$$ 

In particular, in the limit as $n$ goes to infinity, the digital monopoly generates value $\bar{v}$ for the consumer, but then extracts it all through a price that is also equal to $\bar{v}$. Indeed, in the limit the digital monopoly captures all of social surplus:

$$\lim_{n \to \infty} \Pi_n(p_n) - SS_n(p_n) = 0.$$ 

Further, if $\lim_{n \to \infty} F_n(p_n) = 0$, as is the case when $F$ is uniform and $c = 0$, then

$$\lim_{n \to \infty} \Pi_n(p_n) = \bar{v} - c = \lim_{n \to \infty} SS_n(p_n).$$

In this case, a digital monopoly that is neither restricted in the use of data nor in pricing maximizes social surplus and captures all of it.\(^\text{9}\) This reflects the strong incentives digital monopolies have for increasing the amount of data and improving data analytics by, for example, acquiring new data sources. It also suggests that digital monopolies can be expected to have strong incentives to resist policies that restrict pricing.

\(^\text{9}\)If instead $\lim_{n \to \infty} 1 - F_n(p_n) < 1$, then although the digital monopoly captures all of the social surplus created, it does not maximize social surplus because the probability of trade remains below the efficient level. That is, the digital monopoly prices above the level that would maximize social surplus. It is, however, an open question whether distributions $F$ exist such that $\lim_{n \to \infty} F_n(p_n) > 0$. 

---

**Figure 1**: Panel (a) Optimal price $p_n$ as a function of $n$. Panel (b): Expected consumer, producer, and social surplus at the optimal price $p_n$ as functions of $n$. Consumer surplus is maximized at $n^* \approx 3.17$. Both panels assume that $F_n(v) = v^n$ and $c = 0$. 

---

\(\text{\textsuperscript{9}}\)
Because the benefits from big data accrue disproportionally, and in the limit uniquely, to the digital monopoly in the absence of price constraints, one could consider some form of price regulation. A natural approach would seem to be Ramsey pricing, according to which the regulated price \( \tilde{p}_n \) maximizes \( \alpha \Pi_n(p) + (1 - \alpha) SS_n(p) \) for some \( \alpha \in (0, 1) \). Unfortunately, Ramsey pricing does not solve the problem because, as \( n \) becomes large, \( \tilde{p}_n \) converges to \( \tilde{p} \) for any \( \alpha > 0 \). As an alternative, the regulator can choose \( \tilde{p} \) such that the share of social surplus accruing to the consumer stays constant: \( CS_n(\tilde{p}) = \alpha SS_n(\tilde{p}) \), where \( \alpha \in (0, 1) \) measures the consumer’s “fair” share. Using the definition of \( SS_n(p) \) and rearranging yields

\[
\frac{1 - \alpha}{\alpha} = \frac{(1 - F_n(\tilde{p}))(\tilde{p} - c)}{\int_{\tilde{p}}^{\tilde{p}} (1 - F_n(v)) dv}.
\]

Because the right side increases in \( \tilde{p} \) for any \( \tilde{p} \leq \Phi_n^{-1}(c) \) and ranges from 0 to infinity as \( \tilde{p} \) varies from \( c \) to \( \tilde{p} \), it follows that for any fixed \( \alpha \), there is a unique price that satisfies (3). Moreover, this price decreases in \( \alpha \) and is bounded away from \( \tau \) for any \( \alpha > 0 \).

4 Incentives to invest

The stark (and perhaps dismal) prediction of this model of big data and consumer privacy sheds light on optimal regulatory policies for digital monopolies. However, our results are obtained under the assumption that increasing match value for a given set of data is costless for the monopoly. We now relax this assumption by studying the digital monopoly’s incentives to invest. Throughout this section, we assume that the regulated price does not vary with \( n \).

4.1 Investments in data analytics

We first analyze the digital monopoly’s marginal incentives to invest in data analytics. We contrast the marginal incentives for such investment when the price is chosen optimally

\[\text{This result follows by the same logic as in the proof of Theorem } \boxed{1}.\]

To see this, notice that the first-order condition for the Ramsey price is equivalent to \( \Phi_{\alpha,n}(\tilde{p}_n) = c \), where \( \Phi_{\alpha,n}(v) = v - \alpha(1 - F_n(v))/f_n(v) \), which is increasing in \( v \) by assumption. For any \( n \), \( \Phi_{\alpha,n}(\tau) = \tau \), and by Lemma \[\boxed{1}\] for any \( v < \tau \), \((1 - F_n(v))/f_n(v) \) increases in \( n \) and goes to infinity as \( n \) goes to infinity. Thus, \( \tilde{p}_n \) is increasing in \( n \) and bounded above by \( \tau \), which implies that \( \lim_{n \to \infty} \tilde{p}_n \) exists. Suppose that \( \lim_{n \to \infty} \tilde{p}_n = \tilde{p} > \tau \). Then there exists \( \tau \) sufficiently large that \( \Phi_{\alpha,n}(\tilde{p}) < c \), which implies that \( p_{\tau} > \tilde{p} \), contradicting the supposition that \( \tilde{p} \) is the limit. Thus, for any \( \alpha > 0 \), \( \lim_{n \to \infty} \tilde{p}_n = \tau \).

\[\text{The right side of (3) is zero at } \tilde{p} = c. \text{ Using L’Hôpital’s rule allows one to show that it goes to infinity as } \tilde{p} \text{ goes to } \tau.\]
by the digital monopoly to when the price is fixed at a lower level, e.g., as a result of price regulation.

The effect of an increase in $n$ on the digital monopoly’s profit is

$$\frac{\partial \Pi_n(p)}{\partial n} = -(p - c) F^n(p) \ln(F(p)) > 0.$$  

As one would expect, for a given price, the digital monopoly’s expected payoff is increasing in the level of data analytics. Further, note that

$$\frac{\partial^2 \Pi_n(p)}{\partial n \partial p} = -F^n(p) \ln(F(p)) - (p - c) n F^{n-1}(p) f(p) \ln(F(p)) - (p - c) F^{n-1}(p) f(p).$$  (4)

Because the first two terms of (4) are positive and the final term goes to zero as $p$ goes to $c$, it follows that for $p$ sufficiently small, we have

$$\frac{\partial^2 \Pi_n(p)}{\partial n \partial p} > 0.$$  (5)

The digital monopoly’s profit increases in $n$ because an increase in data increases the probability of trade for any given $p$, but the marginal profit associated with an increase in $n$ depends on the price level. Intuitively, for a price close to $c$, margins are small, so increasing the probability of trade is not particularly valuable. As the price increases above $c$, the marginal profit from data increases, consistent with (5). In contrast, for prices that are well above $c$, further increases in price do not necessarily increase the marginal profit from data.

This implies that regulation that imposes a sufficiently low price reduces the digital monopoly’s marginal incentive to invest in data analytics relative to a digital monopoly that is free to choose its price. Further, if $F$ is the uniform distribution on $[0,1]$ and $c = 0$, then for any price $p$ less than the optimal price $p_n$, we have $\frac{\partial^2 \Pi_n(p)}{\partial n \partial p} > 0$.

12Thus, in this case, any binding price regulation reduces the digital monopoly’s incentive to invest in data.

13Using these results, we can connect “big data” and privacy concerns with incentives to invest:

**Proposition 1.** Binding price regulation reduces a digital monopoly’s marginal incentive to invest in data analytics relative to a digital monopoly that is free to choose its price. Further, if $F$ is the uniform distribution on $[0,1]$ and $c = 0$, then for any price $p$ less than the optimal price $p_n$, we have $\frac{\partial^2 \Pi_n(p)}{\partial n \partial p} > 0$.

12To see this, note that for the uniform case, $\frac{\partial^2 \Pi_n(p)}{\partial n \partial p} = -p^n(1 + (1 + n) \ln p)$, which is positive if $p < e^{-\frac{1}{1+n}}$, which, using (2), holds for all $p < p_n$.

13The result extends straightforwardly beyond the uniform distribution to any distribution $F(v) = v^k$ on $[0,1]$ with $k > 0$. To see this, let $\tilde{n}$ denote the parameter that measures data for a given $k$. Then, by choosing $n = \tilde{n} k$, the analysis is the same as for the uniform distribution.
to invest in data analytics if the unregulated price is sufficiently low, and for some distribution and cost assumptions, any binding price regulation reduces the digital monopoly’s marginal incentive to invest in data analytics.

Proposition 1 shows that for the setting we consider here, price regulation imposed on a digital monopoly reduces the digital monopoly’s marginal incentive to invest in data analytics.\(^\text{14}\)

### 4.2 Product quality investments

A digital monopoly can also improve match values by directly improving the quality of the product it offers. In our model, such investments can be captured as investments that directly improve the underlying value distribution \(F\). For example, the streaming giant Netflix has become a vertically integrated firm that produces a considerable amount of content in-house (Koblin 2017). Arguably, Netflix has an advantage in content production because of its access to viewer data, which allows it to tailor content to fit the preferences of customers. This is one important source of the golden age documented by Waldfogel (2017). For regulatory interventions and policy debates more broadly, it is important to understand how these incentives depend on the amount of available data and on the digital monopoly’s price.

To shed light on these questions, we now stipulate that given product quality investment \(I\) by the monopoly, the consumer’s value \(v\) is drawn from the distribution \(F(v, I)\) with support \([\underline{v}, \overline{v}]\), with increases in \(I\) inducing a first-order stochastic shift in the distribution, i.e., \(\partial F(v, I)/\partial I \leq 0\), with a strict inequality for an open set of values of \(v\). Here, we take the monopoly’s price to be fixed at some value \(p\) and ask how the marginal incentives vary with \(n\) and \(p\).\(^\text{15}\)

\(^{14}\)Our results can be reinterpreted to speak to the issue of “fake news” on social media (Allcott and Gentzkow 2017). Suppose that a consumer has value \(v = 1\) for news, which is common knowledge, but incurs a cost to check whether the news is “fake news,” and that cost is the consumer’s private information. Suppose that the digital monopoly can take steps to fact check content, which reduces the need for the consumer to check for fake news, resulting in a first-order stochastically dominated shift in the consumer’s cost distribution. The digital monopoly’s “price” may take the form of advertisements or subscription fees. Then if \(c\) is drawn from \(G_n\), the consumer’s value \(x = v - c\) has distribution \(F_n(x) \equiv 1 - G_n(v - x)\). So, if \(G_n(x) = 1 - (1 - G(x))^n\), then \(F_n(x) = (1 - G(v - x))^n\), and our results apply. The consumer prefers some fact checking, but not extreme fact checking (in the extreme, the price is 1 and the consumer has no surplus). An unregulated social media platform has stronger incentives to fact check than does a regulated one.

\(^{15}\)The first partial derivatives are not affected if \(p\) is chosen optimally given \(n\) and \(I\) because of the envelope theorem. However, the cross-partial derivatives become unwieldy when \(p\) is treated as an endogenous variable.
The monopoly’s profit given \( p, n, \) and \( I \) is now

\[
\Pi(p, n, I) = (p - c)(1 - F^n(p, I)).
\] (6)

The first derivative with respect to \( I \) is

\[
\frac{\partial \Pi(p, n, I)}{\partial I} = -(p - c)nF^{n-1}(p, I) \frac{\partial F(p, I)}{\partial I} \geq 0,
\]

where the inequality is strict if \( \frac{\partial F(p, I)}{\partial I} < 0 \). To see how this marginal incentive varies with \( n \), note that the cross partial derivative is

\[
\frac{\partial^2 \Pi(p, n, I)}{\partial I \partial n} = -(p - c)nF^{n-1}(p, I) \frac{\partial F(p, I)}{\partial I} [1/n + \ln F(p, I)],
\]

which is positive if and only if

\[-\ln F(p, I) < \frac{1}{n}.
\]

Thus, the marginal incentives for product quality investment increase in \( n \) (i.e., data) if and only if the monopoly’s price is high enough.

The intuition is reasonably simple even though still somewhat technical. Inspection of (6) reveals that the cross partial of \( \Pi(p, n, I) \) with respect to \( n \) and \( I \) is positive if and only if the cross partial of \( F^n(p, I) \) with respect to \( n \) and \( I \) is negative because \( p - c \) is positive. Because \( \frac{\partial F^n(p, I)}{\partial I} = nF^{n-1}(p, I)\frac{\partial F}{\partial I} \) with \( \frac{\partial F}{\partial I} < 0 \), this requires the derivative of \( nF^{n-1}(p, I) \) with respect to \( n \) to be positive. For a given \( n \), this can only be the case if \( F(p, I) \), and hence \( p \), is sufficiently large. We summarize this with the following proposition:

**Proposition 2.** \( \frac{\partial^2 \Pi(p, n, I)}{\partial I \partial n} > 0 \) if and only if \( p \) is sufficiently large.

Proposition 2 implies that for sufficiently high-priced products, allowing a digital monopoly to have more information on consumers could induce the digital monopoly to invest in increased product quality. Put differently, the proposition means that price regulation has the potential to eliminate the complementarity between product quality investments and investments in data analytics. This highlights a potential drawback of price regulation. It could eliminate the positive feedback between investments in high product quality and data analytics.
5 Extension to duopoly

Although the paper is concerned with digital monopolies, it is also of interest to see whether competition between digital content providers, wherever possible, would the remedy negative effects of data collection on consumers that are possible when data is used for both matching and pricing. In light of increasing returns to scale in data, competition may not be the right, and certainly not the first-best, answer. Nevertheless, it is worth exploring.

To this end, we now stipulate that there are two firms, labelled $A$ and $B$, each $i \in \{A, B\}$, “producing” a good with value $v_i$ for the consumer drawn independently from a distribution $F_{i,n}$ with support $[0, 1]$ and density $f_{i,n}$. Initially, we assume that $n$ is a common level of data available to the firms. This corresponds to a setting in which data is fully transferable between the digital duopolists. Then we consider alternatives in which data is not transferable and in which there is competition from a non-digital fringe, which is defined as a firm that, because it does not have access to data, does not provide better matching as $n$ increases. We conclude with a comparison of the data transferability regimes.

The consumer has single-unit demand, that is, the consumer buys at most one unit of the good. The consumer’s utility when buying from firm $i$ at price $p_i$ is $v_i - p_i$. Given that the value of consumer’s outside option is assumed to be 0, the consumer’s maximized utility is $\max\{v_A - p_A, v_B - p_B, 0\}$.

**Digital duopoly with fully transferable data**

Given prices $p_A$ and $p_B$ and given fully transferable data $n$, the expected demand for firm $A$ is

$$D_{A,n}(p_A, p_B) = \int_{p_A}^{1} F_{B,n}(v_A + p_B - p_A)f_{A,n}(v_A)dv_A.$$

Similarly, firm $B$’s expected demand is

$$D_{B,n}(p_B, p_A) = \int_{p_B}^{1} F_{A,n}(v_B + p_A - p_B)f_{B,n}(v_B)dv_B.$$
Further, given $p_A$ and $p_B$, consumer surplus is given by

$$CS_n(p_A, p_B) = \int_{p_A}^{1} (v_A - p_A) F_{B,n}(v_A + p_B - p_A) f_{A,n}(v_A) dv_A + \int_{p_B}^{1} (v_B - p_B) F_{A,n}(v_B + p_A - p_B) f_{B,n}(v_B) dv_B.$$ 

Assuming marginal costs of zero and that first-order conditions are sufficient, for a given $n$, the prices $p_{A,n}^*$ and $p_{B,n}^*$ constitute a Nash equilibrium if

$$p_{i,n}^* = D_{i,n}(p_{i,n}^*, p_{j,n}^*) - \frac{\partial D_{i,n}(p_{i,n}^*, p_{j,n}^*)}{\partial p_{i,n}}$$

for $i, j \in \{A, B\}$ with $i \neq j$. Focusing on symmetric equilibria, where $F_{A,n} = F_{B,n} = F_n$, we have

$$p_n^* = \frac{\int_{p_n^*}^{1} F_n(x)f_n(x)dx}{F_n(p_n^*)f_n(p_n^*) + \int_{p_n^*}^{1} f_n^2(x)dx}.$$  \hspace{1cm} (7)

For the parameterization $F_n(v) = v^n$, we obtain equilibrium prices $p_n^*$ that converge to zero as $n$ goes to infinity,\(^{16}\) which implies that in the duopoly case, consumer surplus is maximized when the competing firms have unlimited data on consumers, as illustrated in Figure 2(a). This contrasts with our results for the monopoly case, shown in Figure 1 where $p_n^*$ goes to one as $n$ goes to infinity and consumer surplus is maximized at a finite level of data. For other parameterizations, one obtains different results. For example,

\begin{figure}[ht]
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Prices and consumer surplus as a function of the level of data for a duopoly model with symmetric firms and parameterized distributions as indicated.}
\end{figure}

Figure 2(b) considers the parameterization $F_n(v) = \frac{1-e^{-10v/n}}{1-e^{-10/n}}$ and shows that the price

\(^{16}\)For $F_n(v) = v^n$, (7) implies that $p_n^* = \frac{(1-(p_n^*+1)^2)\left(2-\frac{1}{n}\right)}{2((n-1)(p_n^*+1)+n)}$. Taking the limit as $n$ goes to $\infty$ and using $p_n^* \in (0, 1)$ for all finite $n$, we have $\lim_{n \to \infty} p_n^* = 0$. 
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increases in the amount of data, consistent with monopoly results shown in Figure 1(a). However, in this duopoly example, even though the price increases with data, consumer surplus also increases with data. There are two competing effects: as data increase, the distribution of values improves, which all else equal increases consumer surplus, but the price increases, which decreases consumer surplus. As shown in this example, the improvement of the distribution can dominate, so that the overall effect of increased data is to increase consumer surplus.

From this analysis emerges an important difference between the increasing returns to scale in traditional brick-and-mortar industries that derive from the production technology and the increasing returns to scale due to data in the digital age. While marginal cost pricing does not allow firms to break even in the traditional industries (and competition may involve the duplication of fixed investment costs), marginal cost pricing, or more generally, competition may be more viable in digital industries, in particular when data is transferable across providers. This suggests that competition, and the associated downward pressure on prices, may have a role to play in mitigating potential harm to consumers from firms having high levels of data and may obviate the need for price regulation. To explore this further, we now consider the case of a digital monopoly with a non-digital fringe.

Digital monopoly competing with a non-digital fringe

Suppose that firm A is a digital firm with data n, but firm B does not use (or does not have access to) data. Specifically, suppose that $F_{A,n}(v) = v^n$ and that $F_B(v) = v$. Then we find that as n increases, the digital firm’s price initially increases and then decreases, while the the non-digital firm’s price decreases with n (see Figure 3(a)). As n increases, the digital firm benefits from the improvement in the match value for its product, and captures some of that value by increasing its price, but the effects of competition eventually limit those price increases. The non-digital firm responds to the increasingly effective competition from the digital firm by decreasing its price. As shown in Figure 3(a), for the parameterization that we consider, consumer surplus increases with data.

Comparison

To conclude this extension, we briefly consider the impact of data portability by contrasting three scenarios, illustrated in Figure 3(b). The first one corresponds to the case of fully transferable data, so that digital duopoly firms have access to the same customer data. The second scenario is the one just analyzed, in which a digital monopoly faces a
non-digital fringe. It is illustrated in Figure 3(a). To these we add a third scenario in which data is not portable so that when the level of data is $n$, each of the digital duopoly firms operates only with data $n/2$. As shown in Figure 3(b), consumer surplus is greater under a digital duopoly with fully portable data than under either competition from a non-digital fringe or competition from a digital firm but without data portability. This suggests that data portability may be a relevant policy issue when it comes to consumer surplus.

Interestingly, the results displayed in Figure 3(a) suggest that even competition with a “brick-and-mortar” fringe firm that makes no use of data collection may be enough to effectively induce the digital firm to use data only to improve matching without substantially increasing prices (in fact, for $n$ large enough, its price decreases with $n$ in this specification). Thus, even a moderate level of competition may be enough to prevent the digital monopoly from excessive price discrimination via personalized pricing. In turn, this suggests not only a possible explanation for why, empirically, one observes little personalized pricing, but also draws attention to the possibility that maintaining outside competition may be more important than privacy protection to advance consumer surplus.
6 Discussion

This paper contributes to current policy debates regarding online privacy and the pricing of digital goods, and to the economics literature related to that. In this section, we first review the related literature and then provide a discussion of policy-relevant issues in the context of our paper.

6.1 Related literature

The increasing returns in market making mentioned in the introduction that are at the heart of digital monopolies relate to Williamson’s puzzle of selective intervention (Williamson, 1985), according to which there would be no limits to firm size because an integrated firm could always replicate what standalone firms do, and sometimes do better. In this paper, we relate this driving force of digital monopolies to monopoly pricing, including price discrimination and matching. We show that the desirability of privacy protection for consumers, which has recently been studied in a variety of contexts (Shelanski, 2013; Acquisti et al., 2016; Jullien et al., 2018; Goldfarb and Tucker, 2019), critically depends on what data is used for—matching only or matching and pricing.

Of course, the analysis of the effects of price discrimination on consumer and social surplus has a long tradition in economics, pre-dating the digital economy; see, e.g., Hart and Tirole (1988). Subsequent literature on consumer privacy and regulation recognizes that consumers may have an incentive to withhold information (e.g., Villas-Boas, 1999; Fudenberg and Tirole, 2000; Villas-Boas, 2004; Taylor, 2004; Acquisti and Varian, 2005; Fudenberg and Villas-Boas, 2006; Hermalin and Katz, 2006; Conitzer et al., 2012; Acquisti et al., 2016; Goldfarb and Tucker, 2019), and that restrictions on the ability of a firm to price discriminate may harm consumers that do not trade as a result (e.g., Taylor and...
For discussion of issues related to policies and regulation for the digital economy, see Shelanski (2013); Waldfogel (2017); Jullien et al. (2018). Goldfarb and Tucker (2012) analyze the empirical link between privacy regulation and investment.

Acquisti et al. (2016) provide extensive discussion of a wide variety of models of privacy, and we refer the reader to that review for details. Two categories of models connect closely with our work. First, there are models in which a consumer or a data provider has private information regarding the consumer’s willingness to pay that, if available to sellers, would facilitate their use of personalized prices. Second, there are models of matching between suppliers and consumers with heterogeneous tastes for those suppliers and/or their products in which consumer data has the potential to facilitate (and privacy to frustrate) matching. From a modelling perspective, what sets our paper apart from the more “standard” approaches on privacy as surveyed by Acquisti et al. (2016), is that in our incomplete information setting, consumers have an innate desire to protect their privacy—it is precisely because they are privately informed about their values that they derive any surplus.

The main contribution of our paper is that we identify the distinction between what digital firms use data for—to improve matching only or to improve matching and adjust pricing—as fundamental to understanding critical tradeoffs in the digital age. We do so in a stripped-down model in which this distinction and the associated tradeoff is most transparent. While the prior literature has touched on related issues and similar themes, to the best of our knowledge, this key distinction has nowhere been made explicit. For example, Belleflamme and Vergote (2016), Shy and Stenbacka (2016), and Montes et al. (2019) consider price discrimination based on data without allowing for the possibility that data can be used to improve matching values for consumers. Conversely, Bergemann and Bonatti (2015) and Lefouili and Toh (2019) consider the matching value of data, but do not allow data to be used for pricing to consumers. In de Cornière and de Nijs (2016), data are used either for both matching and pricing or for neither, so the distinction between matching only versus matching and pricing does not arise. The distinction between the use of data for matching only or for matching and pricing is, albeit somewhat implicitly, at the heart of the analysis of Ichihashi (2020), who provides conditions under which a seller prefers not to use information for pricing to incentivize information disclosure by consumers who choose their disclosure rule prior to the realization of their types. In a sense, Ichihashi considers a version of the problem that we analyze, augmented by an ex ante stage in which the consumer chooses how much information to reveal and the seller
can commit not to price based on this information.

6.2 Policy issues

We conclude this section with a brief discussion of pertinent policy issues that our model and analysis shed light on.

Digital monopoly intermediary

Our analysis presumes that the digital monopoly is both a data collector and a seller of products or content. Of course, this is a better description of some digital monopolies—such as Netflix or Amazon—than of others, like Google, that are digital monopoly intermediaries insofar as their revenue accrues primarily from selling data to third parties (in the case of Google, to advertisers). We now briefly to what extent our main insights carry over to such digital monopoly intermediaries.

For that purpose, we first consider a pure digital intermediary who has no use for data itself. To fix idea, we assume that the data is sold to advertisers and that advertisements are informative, and the more so the better they are matched to a consumer’s preferences. Under these assumptions, the digital monopoly intermediary is merely a reinterpretation of our model. The key distinction is still whether data are only used to improve matching or to “improve” both matching and pricing. For the social and consumer surplus implications, it is immaterial who does the pricing—the digital monopoly or third parties. An interesting and to the best of our knowledge open question for future research is whether the digital monopoly intermediary is able to capture the additional surplus that its data generate via an appropriately designed sale mechanism. The match value increases with data, which means that the willingness to pay of an advertiser with the “right” product increases, but the number of advertisers who are willing to compete for a given consumer decreases.\footnote{Although, for example, the analysis in de Cornière and de Nijs (2016) suggests that increasing information revelation unambiguously improves auction outcomes for the intermediary, this conclusion is driven by the assumption in their setting that revealing more information corresponds to having more firms compete for the consumer. However, one can easily and plausibly come up with setups in which this is not the case. Assume, for example, that a consumer likes with equal probability product $A$ or product $B$. Firm $i \in \{A, B\}$, whose product the consumer likes, obtains a profit of $\Pi > 0$ while the other one obtains a profit of 0. In an efficient auction in which the risk-neutral firms do not know what product the consumer likes, each is willing to bid $\Pi/2$, which is thus the intermediary’s revenue. With complete information revelation, the firms know which product the consumer likes, implying that one of them is willing to bid $\Pi$ and the other one 0, generating zero revenue for the intermediary.} The only nuances arise when considering the incentives to invest in data analytics, which depend on whether the digital monopoly intermediary is able to capture
the additional surplus that its data create in the same way as a digital monopoly. As mentioned in the previous footnote, this is an open question for future research.

Alternatively, one can consider a “hybrid” digital monopoly that can use its data both directly to target its customers and indirectly by selling it to third parties. If the direct effect on consumer surplus from third parties’ having access to this data is negligible (which may be a sensible assumption if this consumer surplus effect is sufficiently uncertain and can be either positive), then only the indirect effect matters, which is that with third parties the digital monopoly has stronger incentives to invest in data analytics. Consequently, the key question is again whether the digital monopoly uses the data to improve matching only, in which case the consumers should welcome data sales to third parties whose consumer surplus effect is negligible, or to “improve” matching and pricing, in which case the consumer surplus effects of such data sales to third parties could go either way. (And, of course, if the direct third-party effects are not negligible for consumer surplus, then these have to be spelled out and accounted for as well.)

**Data collection that is costly for the consumer**

In many settings, consumers need incur no additional cost beyond using the products or services of a digital monopoly in order to generate the data that the digital monopoly then uses for matching and/or pricing. However, in some settings, such as the Ziprecruiter example mentioned in the introduction, a consumer may need to incur time or other costs in order to provide data to the digital monopoly. Here we briefly consider the implications of this additional data-related cost on consumers.

To account for data collection costs imposed on consumers, one can amend the model by subtracting from the consumer’s surplus a cost $c(n)$, which is assumed to be positive, increasing, and convex in $n$. Further, instead of viewing the level of data (or data analytics) as a choice variable of the digital monopoly, as we do in Section 4.1, one could view the level of data as a choice variable of the consumer. In that case, assuming that data are used for both matching and pricing, data would be chosen by the consumer to solve

$$\max_n CS_n(p_n) - c(n),$$

where $p_n$ is the price chosen by the digital monopoly given data $n$. The addition of a data cost to the consumer reinforces the result in Corollary 1 that a finite level of data is optimal for the consumer and changes our result regarding social surplus in that social surplus is no longer everywhere increasing in the level of data.
Alternatively, if data are used only for matching and the price is fixed at $p$, then data would be chosen by the consumer to solve $\max_n CS_n(p) - c(n)$. The consumer’s optimal level of data would, of course, be diminished in light of the added cost term, and it would no longer be the case that more data is unambiguously good for the consumer.

**Property rights**

Beyond online search engines, which are a prime example of digital monopolies that aim at improving match values, well-documented benefits to consumers and society arise exactly because consumers do *not* protect their privacy. [Waldfogel (2017)](Waldfogel2017) calls the current era a *golden age* of music, movies, books, and television, documenting how digitalization has led to this new era.

While everything may look new in the digital age, our analysis suggests that digital monopolies parallel their “natural” counterparts and that policy tools like price regulation that were useful for balancing tradeoffs between producer and consumer surplus may remain valid instruments in the digital age. Other parallels exist and can be used to inform policy. For example, the data that users generate through their online behaviour has a public goods component in that the information gleaned from it can be used to improve other consumers’ match values. This problem is similar to the classic public health problem of vaccination, where major benefits from an individual’s vaccination accrue to society as a whole rather than the individual who obtains the vaccination.

Concurrent policy debates often evolve along the lines that consumers should be given the property rights to their data, sometimes accompanied by expressions of frustration that consumers do not care (enough) about protecting their data. While this proposition has appeal to economists, and maybe to larger audiences as well, it deserves discussion and context.

First, the vaccination problem provides a useful benchmark. The typical health policy prescription is *not* that every one should be free to choose whether they (or their offspring) obtain vaccination against contagious diseases. Much to the contrary, in many instances policy mandates individuals to take the individually costly action of being vaccinated if the benefits to society are deemed to sufficiently outweigh these costs.

Second, although our analysis in Section 5 shows that consumers benefit from owning their data when there is data portability and competition between digital firms, in many digital settings there are challenges for what it means for consumers to own their data. For example, while the personal data that are shared with, say, a bank when applying for a loan might be well defined, it is less clear what data a consumer might have generated
and then have ownership rights over following, for example, an hour spent listening to a music streaming service. If a sequence of songs is streamed in response to an initial seed provided by the consumer, what are the data that then belong to the service and what to the consumer? Further, numerous practical challenges exist for data portability, including the lack of consistent data formats, proprietary databases, and barriers to international data transfers (Engels, 2016).

Third, part of the appeal of the proposition that consumers should have rights over their data stems from the Coase Theorem (Coase, 1960), according to which, if transaction costs are negligible, the initial allocation of property rights only affects the division of social surplus—that is, how the pie is shared, not the size of the pie. Accordingly, absent transaction costs, giving consumers ownership of their data might well shift the balance between consumer and producer surplus towards consumers. The validity of the argument depends on whether transaction costs are negligible. Claiming that they are negligible raises the question why these platforms emerge in the first place. Of course, there is no single model or analysis that captures the rich nature of problems in the digital age. However, the lesson on optimal property rights that emerges from the mechanism design literature, where the source of transaction costs is the private information about values and costs, is not that agents on one side of the market (say, consumers) should be given all the property rights. Indeed, the gist of the celebrated impossibility theorem of Myerson and Satterthwaite (1983), with its precursor in Vickrey (1961), is that with extreme ownership structures, efficient incentive compatible and individually rational trade is impossible without running a deficit. In contrast, efficient trade may be possible with shared ownership structures (Cramton et al., 1987; Neeman, 1999; Che, 2006; Figueroa and Skreta, 2012). Obviously, this does not prove that extreme ownership is always suboptimal, but it certainly provides a cautionary tale against the proposition that it is optimal.

7 Conclusions

Like natural monopolies, digital monopolies arise because of increasing returns to scale. Exploitation of these increasing returns increases social surplus but, without limits on the

---

22For example, in the case of music streaming, where “big data” has successfully played a key role in generating value by matching consumers to music, certain payments to artists and composers are fixed by statute.

23Delacrétaz et al. (2019) provide a generalization of the impossibility theorem with extreme ownership.

24Loertscher and Wasser (2019) provide conditions for extreme ownership to be optimal when the objective involves profit motives.
use of data for pricing, may reduce consumer surplus. While privacy protection reduces, and in the limit eliminates, the market power of digital monopolies, privacy protection also reduces, and in the limit eliminates, the social surplus created by digital monopolies. In particular, in our setting, consumer harm arises only by the combination of improved match values due to privacy reduction and more aggressive pricing by the monopoly. For a fixed price, the consumer always benefits from the improved matches that come with a reduction in privacy. Based on this, we conclude that competition policy should aim at protecting consumers’ information rents rather than their privacy. While privacy protection is a possible means to achieve this end, our analysis shows that other, more traditional tools, such as regulating prices, may be preferable from both a consumer and social surplus perspective.

Our paper brings to light new questions regarding the form of optimal price regulation in the digital age. Even within our baseline model without investment, traditional approaches such as Ramsey pricing may not work satisfactorily because the elasticity of demand is endogenous to the amount of data available to the monopoly. In response, we propose price regulation that keeps the ratio of producer to consumer surplus fixed as social surplus grows due to increasing returns to scale, raising the practical question as to how it can be implemented. In richer models that account explicitly for the nature of the data available to the monopoly, the question arises of what prices may depend on. For example, if prices vary with consumer location, they might sensibly be required to only depend on anonymous data such as distance from the closest distribution center and be prohibited from depending on the consumer’s delivery address itself. These, and related, questions are excellent problems for future research.
A Appendix: Proofs

Proof of Lemma
Observe that (dropping the argument \( v \))

\[
\left[ \frac{1 - F_n}{f_n} \right]' = \frac{nF^{n-2}[-f^2F^n - (1 - F^n)f'F - (n - 1)f^2]}{(nfF^{n-1})^2}.
\]

This is nonpositive if and only if

\[-f^2F^n - (1 - F^n)f'F - (n - 1)f^2 \leq 0. \quad (8)\]

Given our assumption that \((1 - F)/f\) is nonincreasing, the smallest value that \(f'\) can take without violating the assumed monotonicity of \((1 - F)/f\) is \(-f^2 / (1 - F)\). Consequently, we have

\[-f^2F^n - (1 - F^n)f'F - (n - 1)f^2 \leq -f^2F^n + \frac{(1 - F^n)f^2F}{1 - F} - (n - 1)f^2
\]

\[= \frac{f^2}{1 - F} [-F^n(1 - F) + (1 - F^n)F - (n - 1)(1 - F)]
\]

\[= \frac{f^2}{1 - F} [1 - F^n - n(1 - F)].\]

It follows that (8) holds if the function \(q(F) \equiv 1 - F^n - n(1 - F)\) defined for \(F \in [0, 1]\) is not more than 0. At \(F = 1\), \(q(1) = 0\). Moreover, \(q'(F) = n(1 - F^{n-1})\) is nonnegative using our assumption that \(n \geq 1\) (and positive for all \(n > 1\) and \(F < 1\)), proving that \(q(F) \leq 0\) for all \(F \in [0, 1]\). This completes the proof that (8) holds.

Turning to the next part of the lemma, \(\frac{1 - F_n(v)}{f_n(v)}\) is increasing in \(n\) for all \(v < \bar{v}\) if and only if the function \(Q(n) \equiv \frac{1 - F_n}{nF^{n-1}}\) is increasing in \(n\) for all \(F \in [0, 1]\). Differentiating, we have

\[Q'(n) = -\frac{\ln(F)F^n n F^{n-1} - (1 - F^n)F^{n-1} - (1 - F^n) \ln(F)n F^{n-1}}{(nF^{n-1})^2},\]

which is greater than 0 if and only if \(-n \ln(F) - (1 - F^n) > 0\). For \(F = 1\), \(-n \ln(F) - (1 - F^n) = 0\). We now show that \(-n \ln(F) - (1 - F^n)\) is decreasing in \(F\). Taking the derivative, we obtain \(-n/F + n F^{n-1}\), which is less than 0 for all \(F < 1\). This completes the proof that \(\frac{1 - F_n(v)}{f_n(v)}\) is increasing in \(n\).

To show that \(\frac{1 - F_n(v)}{f_n(v)}\) is unbounded in \(n\) for \(F(v) < 1\), we first rewrite it as

\[\frac{1 - F_n(v)}{f_n(v)} = \frac{1}{f(v)} \left[ \frac{1}{nF^{n-1}(v)} - \frac{F(v)}{n} \right].\]
Because \( \lim_{n \to \infty} nF^{n-1}(v) = 0 \) for \( v \leq \bar{v} \) (which is equivalent to \( F(v) \leq 1 \)), it follows that for any \( v \leq \bar{v} \)

\[
\lim_{n \to \infty} \frac{1}{nF^{n-1}(v)} = \infty.
\]

Because \( \lim_{n \to \infty} \frac{F(v)}{n} = 0 \), for any \( v < \bar{v} \),

\[
\lim_{n \to \infty} \frac{1 - F_n(v)}{f_n(v)} = \infty,
\]

which completes the proof. \( \blacksquare \)
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